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A Performance Analysis of
the Virtual Cell System for Mobile Hosts

Kyung-Shik Lim*

ABSTRACT

In this paper, we analyze the performance of the virtual cell system[l] for the transmission of IP datagrams in
mobile computer communications. A virtual cell consists of a group of physical cells whose base stations are
implemented by remote bridges and interconnected via high-speed datagram packet-switched networks. Host mobility is
supported at the data link layer using the distributed hierarchical location information of mobile hosts. Given mobility
and communication patterns among physical cells, the problem of deploying virtual cells is equivalent to the optimization
problem of finding a cover of disjoint clusters of physical cells. The objective is to minimize the total communication
cost for the entire system where intercluster communication is more expensive than intracluster communication[2]. Once
an optimal partition of disjoint clusters is obtained, we deploy the virtual cell system according to the topology of the
optimal partition such that each virtual cell corresponds to a cluster. To analyze the performance of the virtual cell
system, we adopt a BCMP open multiple class queueing network model. In addition to mobility and communication
patterns among physical cells, the topology of the virtual cell system is used to determine service transition probabilities
of the queueing network model. With various system parameters, we conduct interesting sensitivity analyses to
determine network design tradeoffs. The first application of the proposed model is to determine an adequate network
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bandwidth for base station networking such that the networks would not become a bottleneck. We also evaluate the
network utilization and system response time due to various types of messages. For instance, when the mobile hosts
begin moving fast, the migration rate will be increased. This implies more handoff messages and more forwarding
operations. The network traffic should be increased accordingly. The results of the performance analysis provide a good
evidence to demonstrate the system efficiency under different assumptions of mobility and communication patterns.

1. Introduction

As computers become more powerful and portable
with the appearance of high-speed wireless interfa-
ces, there has been an increasing demand on the pro-
vision of mobile computer communications in TCP/IP
environments. As an effort to meet this demand, we
have proposed a virtual cell approach to the trans-
mission of IP datagrams for mobile computer comm-
unications{1]. As depicted in Figure 1, a virtual cell
consists of a group of physical cells whose base
stations are implemented by remote bridges and inte-
rconnected via high-speed datagram packet-switched
networks. Examples are Asynchronous Transfer Mode
(ATM) networks and Switched Multi-megabit Data
Services(SMDS) networks. Host mobility is suppor-
ted at the data link layer using the distributed hier-
archical location information of mobile hosts. It eli-
minates the necessity of IP-level mobile host proto-
cols and achieves a logically flexible coverage area
according to mobility and communication pattemns
among physical cells.

Mobility and data traffic patterns among physical
cells can be represented by the move and find freq-
uencies among base stations, respectively, because
base stations are served as the interfaces between
mobile hosts and base station networks. In other
words, base stations are regarded as traffic sources
and destinations from the prospective of the virtual
cell system. There are three types of messages
entering or leaving the virtual cell system via base
stations: the handdff, data, and address resolution
messages. The handoff messages are generated due

to move operations and the data and address resolu-
tion messages are due to find operations.

Given the move and find frequencies among n
base stations, the problem of deploying m virtual
cells is equivalent to the optimization problem of
finding a cover of m disjoint clusters of contiguous
base stations, so as to minimize the total commu-
nication cost for the entire system where intercluster
communication is more expensive than intracluster
communication for each type of operation. Note that
the optimization problem differs from general graph
partitioning problems in that it additionally considers
underlying topology constraints, such as the linear
arrangement of n base stations in highway cellular
systems and the hexagonal mesh arrangement of n
base stations in hexagonal cellular systems. In [2],
we have presented an optimal partitioning algorithm
of O(mn?) by dynamic programming for a linear
array of n base stations and several heuristics for
multiway partitioning of a hexagonal mesh of n base
stations.

(Fig. 1) The Virtuat Cell System Architecture



Once an optimal partition of m disjoint clusters is
obtained by the algorithms in [2], we can deploy a
virtual cell system as shown in Figure 1. Each
cluster corresponds to a virtual cell. Virtual cell i,
where 1<i<m, is implemented by interconnecting
the base stations of the ith cluster and an ARP/
Location server by a base station network. These m
virtual cells are interconnected by the backbone net-
work.

In this paper, we deal with the performance
analysis of the virtual cell system deployed accor-
ding to an optimal partition. The virtual cell system
is modeled as an open multiple class queueing net-
work in Section 2. The move and find frequencies
in conjunction with the topology of the virtual cell
system are used to determine service transition pro-
babilities in the queueing network model as well as
the arrival rate for each type of messages. The
performance measures and evaluations are described
in Section 3 and 4, and we conclude in Section 5.

2. Performance Model

We adopt a BCMP open multiple class queueing
network to model the virtual cell system, as
depicted in Figure 2. A virtual cell is modeled as a
number of base station nodes, an ARP/Location
server node, and a base station network node which
captures traffic characteristics among physical cells
in the same virtual cell. But, in order to capture
traffic characteristics between virtual cells, a sepa-
rate service node is used to model the backbone
network. Messages from mobile hosts enter and
leave the network model, only going through base
station nodes in the virtual cell system.

The base station nodes of virtual cell i are
sequentially indexed as 1,2,...,#, in an arbitrary

order, where #, is the number of base stations in

virtual cell { such that gln,:n. Denote [j as
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Virtual cell i

Base station network
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ARP/Location server

Backbone network

(Fig. 2) The Performance Mode! of the Virtual Cell System

service node j in virtual cell ;. The network model
with N=#n+2m+1 nodes is defined as follows:

1. A base station node is labeled ij, where
1<i<m and 1<j<n, and modeled as an FCFS
type of service station with a fixed service rate s,
for message class r. The messages in the queue are
transmitted to its base station network node or
leave the network model.

2. A base station network node is labeled iB,
where 1<i<m, and modeled as a PS type of service
station with a fixed service rate g5 for message
class r. The messages in the queue are transmitted
to its base station nodes or ARP/Location server
node.

3. An ARP/Location server node is labeled iS,
where 1<i<m, and modeled as an FCFS type of
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service station with a fixed service rate u. for
message class r. The messages in the queue are
transmitted to its base station network nodes or the
backbone network node.

4. The backbone network node is labeled Bl and
modeled as a PS type of service station with a
fixed service rate u g, for message class r. The
messages in the queue are transmitted to ARP/
Location server nodes of virtual cells.

The analysis is based on the following assump-
tions:

1. Given a hexagonal mesh of base stations of
size s, it is known that the number of base stations
are n=3s>—3s+1 and the number of columns in
each three directions is d=2s—1. From left to right,
each column is indexed as 0,1.2,....d—1. Then the
nodes of every column i are sequentially labeled
ixd,ixd+1,ixd+2, ..., from bottom to top. Denote
nindex and cindex as the node and cluster indices,
respectively. An optimal partition produced by the
algorithms[2] can be represented by an index pair
(nindex, cindex) for every base station. Figure 3(a)
depicts an optimal partition for a hexagonal mesh of
size 2. Note that the node index reflects the
underlying topology of the hexagonal mesh of base

n- c-
index | index
0 2

~N B AW
W W o= = D e

Cluster 2

(a) The labeling scheme in the optimization algorithms

stations. Thus, given the node index of a base
station, its neighboring base stations can be directly
identified by the labeling scheme of the algorithms.

In addition to the node index, the network model
of the virtual cell system also reguires base stations
to be logically indexed because a base station in a
virtual cell can change into another virtual cell
according to traffic patterns. Denote vindex and
bindex as the virtual cell and base station indices,
respectively. The virtual cell index is directly
mapped to the cluster index and the base station
index is logically assigned so that the base stations
in a virtual cell is sequentially labeled 1,2,..., in
an arbitrary order. Figure 3(b) depicts the labeling
of the network model which corresponds to an
optimal partition in Figure 3(a). Thus, given base
station xy in the network model, where x and y are
the virtual cell and base station indices, respectively,
its neighboring base stations are directly identified
by the node index. Let Adj(xy) be a set of base
stations adjacent to xy. From Adi(xy) we can
identify which neighboring base station belongs to
which virtual cell.

2. We use a flow-based mobility modell5] which
assumes that mobile hosts are uniformly distributed
in the area of a physical cell and the travel direction

v- b n-
index | index | index

1 1 1

1 2 4

1 3 5

2 1 0

2 2 3

3 1 6

e 3 2 7

Virtual Cell 2

(b) The corresponding labeling in the network model

(Fig. 3) Labeling the Topology of the Virtual Cell system



of each mobile host with respect to the border is
uniformly distributed. If we define e, to be the
density of the mobile hosts per #m? at the area of
base station xy, v, to be the average speed in
km/sec of a mobile host at the area of base station
xy, and L to be the length of the perimeter of the
area of a physical cell, then the average number of
mobile hosts per sec leaving base station xy is
given by M,,=p v L/a. Denote f.(xy,x'y) as the
move frequency from base station xy to one of its
neighboring base station x'y'=Adi(xy). Then #,(xv,
2'y)=M,/|Adj(xy)l, where [|Adj(xy)| is the number
of base stations adjacent to xy and set to 6 in the
hexagonal arrangement of n base stations.

3. If we define b to be the data rate in bits/sec
of a wireless channel, / to be the average message
length in bits, and E to be the in-call probability in
Erlangs for a mobile host, then the non-blocking
data arrival rate in messages/sec at base station xy
is given by F,=xR% Eb/1, where R is the radius
in km of a physical cell. Denote fAxy,x'y’) as the
find frequency from base station xy to base station
x’y’. Then fAxy,x'y) is a fraction of F,, such
that §f/(xy,x'y')=F,,.

4. The address resolution frequency is derived
from the find frequency. If we define F_. to be
the arrival rate in messages/sec of data messages
at base station xy, which are destined to base
stations in the same virtual cell x, ¢ to be the
average number of messages over a conversation
fron the source mobile host to the destination
mobile host, and 4, to be the miss ratio of the
address resolution table of a mobile host, then the
arrival rate in messages/sec of the address reso-
lution messages at base station xy is given by
Ap=F,-pinlc, Where F.,=23f{zy.x'y). Denote

flxy,xy') as the address resolution frequency from
base station xy to base station xy’. Then f,(xy,xy)
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is a fraction of A, such that Xf(xy,x)=A,.

It should be noted that the move frequency not
only affects the arrival rate of the handoff messages
but also the forwarding rate of the data and address
resolution reply messages. For example, consider the
move frequency f.(xy,xy’). When a mobile host at
base station xy moves into base station xy’, it
initiates a handoff request message to xy’. But a
data message destined to the mobile host may be
forwarded to base station xy’ at base station xy
during the handoff process. In the same way, the
address resolution reply message for the mobile host
from the ARP/Location server should be also for-
warded to base station xy” at base station xy.

2.1 Muttiple Class Traffic Model

There are three classes of messages entering the
network: the handoff request message, the data
message, and the address resolution request mess-
age. As each class of message traverses through the
network, it not only requires different service requi-
rements and different routing behavior, but changes
its class. For example, the base station received a
handoff request message from a mobile host sends
the message to the previous base station of the
mobile host. Then the previous base station multi-
casts the message in its virtual cell to update the
distributed location information of the mobile host,
and at the same time it sends a handoff response
message to the new base station from which the
mobile host receives a handoff confirmation message.
Thus, as a message of the handdf request class
progresses through the network, it is changed into a
message of the multicast cdass and next into a
message of the handdff response class.

After the handoff - completes, a data message
destined to the mobile host will be directly delivered
to the new base station. However, during the han-
doff the data message will be first delivered to the
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previous base station, which in turn forwards it to
the new base station. Thus, as a message of the
data class progresses through the network, it might
be changed into a forwarding message which may
be involved in a virtual cell or between virtual cells.
The forwarding message involved in a virtual cell is
referred to as the intra-forwarding class message,
while that involved between virtual cells is referred
to as the inter-forwarding class message. In the
same way, as a message of the address resolution
request class progresses through the network, it is
changed into a message of the address resolution
reply class at ARP/Location servers and possibly
the address resolution reply forwarding class at
base stations.

Hence, the set of message classes in the network
can be partitioned into three subsets which contain
the message classes related to handoff, data, and
address resolution, respectively. Denote z = 1, 2, and
3 as the subsets of the message classes related to
handoff, data, and address resolution, respectively.
Even though any class r in a subset z can visit the
entire set of nodes N, we cannot define a routing
chain for each subset z because a class r message
in a subset 2 may require different routing behavior
due to the topology of the virtual cell system.

For example, consider a handoff request message
from a mobile host which moves from an adjacent
base station into base station 12 in the example of
Figure 3(b). If the mobile host is from base station
11, the message will be directly delivered to its
previous base station 11 via base station network
1B. However, if the mobile host is from base station
32, the message will be delivered to its previous
base station 32, going through base station network
1B, ARP/Location server 1S, backbone network Bl,
ARP/Location server 3S, and finally base station
network 3B. Thus, in addition to the message class,
the topology of the virtual cell system should be
considered to determine the routing behavior of

messages in the network.

In order to incorporate the topology of the virtual
cell system into the queueing network model, it is
necessary to identify which base station generates
the message classes for each subset z. Thus, we
define a routing chain for the message classes of
each subset z generated by each base station. Then
there are 3n routing chains in the network, denoted
as E,,, where 1<x<m, 1<y<n,, and z = 1, 2,
and 3. For each routing chain E,,, the service
transition probabilities are defined by the set
{# y=ut, Which describes the probability that a class
r message at node i goes next to node kI as a
class s message, where r,s€z and ij,kleN.

22 Amval Process

We assume a Poisson state-independent arrival
stream for each routing chain. Denote A, ,. as the
arrival rate corresponding to a routing chain E,, ..
Then the arrival rate A,.,. is determined by the
move, find, and address frequencies among n base
stations,

1. A mobile host migrating from base station
x'y'=Adi{zy) to base station xy initiates a handoff
request message to base station xy. Thus, the
arrival rate for the handoff request class of
messages at base station xy can be represented by

Aai= B IulX' 2.

2. A data message transmitted by a mobile host
at base station xy needs a find operation to locate
base station x’y” to which the destination mobile
host belongs. Thus, the arrival rate for the data
class of messages at base station xy can be
represented by A.,.= Rflm.x'y).

3. The source mobile host performs address
resolution operations only when it resides in its



native virtual cell and the network address of the
destination mobile  host indicates the same native
virtual cell. Thus, the arrival rate for the address
resolution request class of messages at base station
xy can be represented by A, ,3= x.yg‘:_xfa(xy. £y).

2.3 Service Transition Matrix

A service transition matrix P, ,.=[pu] is to
be defined for each routing chain E,,. To deter-
mine service transition probabilities, it is necessary
to consider not only the move, find, and address
resolution frequencies, but also the topology of the
virtual cell system. For the handoff message classes,
base station xy may send and receive a handoff
request class message and a handoff response class
message to and from an adjacent base stations
steAdi{xy) on a different route in the network,
depending on whether base station st is located in
the same virtual cell or a different virtual cell. For
the data message classes, in the same way, base
station xy may deliver a data class message to base
station st=Adi(xy) on a different route, depending
on whether base station st is located in the same
virtual cell or a different virtual cell. If the data
class message arriving at base station st is to be
forwarded to an adjacent base station s'feAdi(sf),
the forwarding message may also take a different
route in the network model depending on whether
s’t” and st are in the same virtual cell or different
virtual cells.

(1) Handoff Message Classes

Consider the handoff request, multicast, and
handoff response message classes originated from
base station xy, ie, a routing chain E,,,;. Define
8¢=/rwlst,xy)/2 ., 1 to be a probability that a mobile
host at base station ste Adi(xy) moves into base
station xy. Denote xy’ as a base station adjacent to
xyinthesamevirtualcellxandx’y’asabése
station adjacent to xy in a different virtual cell x’.
Then we can compute the following probabilities

0I5 ZLEE 21Tt 718 4 A2 98 B4 2633

from the move frequency:

* The probability that a mobile host at base
station xy’ moves into base station xy is given by
8xy'=fm(xy'»xy)/'{x.y,l~

« The probability that a mobile host in virtual
cell x moves into base station xy is given by
8= o <o " P

* The probability that a mobile host at base
station x’y’ moves into base station xy is given by
Sy =Fulx'Y 20 A s 1.

¢ The probability that a mobile host in a
different virtual cell x” moves into base station xy is
given by &8,= Oey.

«y € AdRxy)
The service transition matrix P,,, for the

handoff message classes originated from base station
xy is given as follows:

¢ For the handoff message classes when a
mobile host moves from base station xy eAdi(xy)
into base station xy, service transition probabilities
are as follows:

- Poremn=1.0 and p.mo1 =08, for the handoff
request class,

~ bonm=1.0 and Pup.n=8,/8; for the mul-
ticast class, and

- Pozam=1.0 and p.me=1.0 for the handoff
response class.

* For the handoff message classes when a
mobile host moves from base station x'y’=Adi(xy)
into base station xy, service transition probabilities
are as follows:

- P =1.0, pums=1-0 Pm=1.0,
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panra=06x/ x'e§<,y>3"' brsem=1.0, and
D raixyy1 =0 ¢y/8y for the handoff request class,
- poywr=1.0 and  pim.y=208ry/8 for the
multicast class, and
- Poyrrm=1.0, trmra=1.0, bram=1.0,
Pmisa=1.0, beam=1.0, and p.m3=1.0 for

the handoff response class.

(2) Data Message Classes

Consider the data, intra—forwarding, and inter-
forwarding message classes originated from base
station xy, ie, a routing chain E,,, Define
aq=fAxy,st) A, ,, to be a probability that a mobile
host at base station xy sends a data message to
base station st. Denote xy’ as a base station in the
same virtual cell x and x’y’ as a base station in a
different virtual cell x’. Then we can calculate the
following probabilities for the data message class
from the find frequency:

+ The probability that a data message from base
station xy is destined to base station xy’ is given by
o = fAxy. XY WA, 2.

« The probability that a data message from base
station xy is destined to the base stations in virtual
cell x is given by a,= ga,,'.

+ The probability that a data message from base
station xy is destined to a base station x’y’ is given
by ax‘y'=f/(xyyx.y')/']x,y,2-

+ The probability that a data message from base
station xy is destined to the base stations in a
different virtual cell x* is given by a, = xzy:a,,','.

Let us now consider forwarding message classes
in the network. Consider the case that the source
mobile host at base station xy tries to send a data
message to the destination mobile host which is

moving from base station st into base station
sfeAd{sf). If the message transmission occurs
after the handoff completes, the message should be
directly sent to base station s’t’. If the message
transmission oocurs before the handoff completes,
however, the message will be sent to the previous
base station st where it will be forwarded to the
new base station st Define r, to be the average
time in second for a mobile host to stay at base
station st before it leaves. Then r,= H./M,, where
H, is the total number of mobile hosts at base
station st and M, is the average rate of mobile
hosts per second moving out of base station st.
Given the average handoff time r,, the probability
that a message destined to base station st is
forwarded to base station s¢feAdi(sh) is given by
ay= 1,/ 14 Adj(st)]. This should be a valid estimate if
an MH migrates independent of when it receives
data messages.

Define ¢ to be the forwarding frequency going
out of base station st to base station s'feAdf(st),
42 to be the forwarding frequency going out of
base station st to all neighboring base stations in
Adi(st), and ¢ to be the forwarding frequency
going out of all base stations in virtual cell s to
different virtual cells. Then g¢3%, =f{xy, Doy, ¢3‘=

:‘ra;:wmar‘"’ and 0:‘“=§,-;EA§,.«),,-¢,GS-“""

Define ¢Z., to be the forwarding frequency going
out of base station s'f<=Adisf into base station st,
q® to be the forwarding frequency going out of all
neighboring base stations in the same virtual cell s
into base station st, ¢% to be the forwarding freq-
uency going out of all neighboring base stations in
different virtual cells into base station st, and ¢® to
be the forwarding frequency going out of all neigh-
boring base stations in different virtual cells into all
base stations in virtual cell s. Then ¢, =/f{w,
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and 4= 205

From the above forwarding frequencies, we can
compute the following probabilities used to determine
service transition probabilities for the forwarding
message classes:

+ The probability that a forwarded message at
base station st is routed to a different virtual cell is
given by A" =g’ /gan.

¢ The probability that a forwarded message at
base station st is routed to base station st’ in the
same virtual cell s is given by 83" = ¢/ ;ai}'.

» The-probability that a forwarded message at
base station st is routed to the base stations in a
different virtual cell s* is given by 7/ =q/ 2.

» The probability that a forwarded message at
base station st is routed to base station s’t’ is given

by 7e= fl?r*/sz;ai?r*-

The service transition matrix P, ,, for the -data
message class generated at base station xy is given
as follows:

» When a data class message is destined to
base station xy’ in the same virtual cell x, service
transition probabilities are as follows:

- Pona=1.0 and s =ayla, for, the data

class, O
~ Poram = Oy | A, bury = (1 - BPES",
and Pum.o=B"" for the intra-forwarding class,
and

- tom=1.0, Pms=7r"", braym=10, and

Pemyy3=7ry for the inter-forwarding class.

Ol ZTLEF AT 7Y

« When a data class message is destined to
base station x’y’ in a different virtual cell x’, service
transition probabilities are as follows:

= Potm=1.0, Pemsm=1—a, P =1.0,
pecs=ar/(1—a), prsarm=1.0, and
Pemyey1=ayylay for the data class,

= Deyren= Oy AKXV, berpye=(1— BEBE",
and p,prn= B2 for the intra-forwarding class,
and

- pram=10, Pamcs=7"", prmym=1.0, and

Pemirya= rvy for the inter-forwarding class.

(3) Address Resolution Message Classes

Consider the address resolution request, address
resolution reply, and address resolution reply forwa-
rding message classes originated from base station
xy, Le., a routing chain E, ,;. Denote kg as the hit
ratio of the cache table at a base station for a
mobile host. The service transition matrix P, ,; for
address resolution message classes originated from
base station xy is given as follows:

> Dapa=1=hps a0 P =1.0 for the address
resolution request class,
- Peee=1.0 and p.m.e=1.0 for the address
resolution reply class and »
~ D opems = 0ol Adi(ay)l and ﬁmma 1/| AdK )}
for the address resolution rq)ly forwarding class.
24 Traffic Equations o
Suppose that e is the average thmughput of
classrmessagesthrwghnodeumgmuhngcham
E.,. Then for node ij and class n (y,r)eE,,,,
we can write the following traffic equahons-

(HJQE’_“%M/&:V" Do.iir™ €ijns

where pg;, is the probability that an external arrival
is for node ij and class r and determined by the

b
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rate of external arrivals of class r messages to node
§j. Since py;>0 for some (#,nNeE,,, E,,.is
open and so the traffic equations have a unique
solution for {eg).

3. Performance Measures

The BCMP theorem states that multiple class
queueing networks with the FCFS, PS, IS, and
LCFS- PR types of nodes have a product form
solution for the steady state joint probability distri-
bution of the node states[3]. Since in an open net-
work a message sees the network in the steady
state when it leaves or enters the network, Little's
result can be applied to any given class of messa-
ges at a node.

Node {f has a fixed service rate of u; and
relative throughput of e; for class r messages. The
service time of FCFS nodes is independent of the
class and so 1/p;=1/p, for all classes r. The
relative throughput e; is the average number of
times that a class r message visits node {j before
leaving the network. Then the total service demand
of a class r message at node i§j is Dy = epfpy,.

Let », be the external arrival rate of each class

r. The performance measures we can obtain from
the described queueing network model include:

» The throughput of class r messages in the
steady state is T,=7,.

» The utilization of node § by class r messages
is Ug= 9Dy, by Little's result. Thus, the utilization
of node {j is given by U= zk"'D"" where R is
the set of all message classes.

* The mean waiting time of a class r message
at node {j for each visit is given by W;=(1/ny)/
1 -Uy.

* The mean time that a class r message spends

at node §j during its stay in the network, i.e., the
mean residence time at node § for class r is given
by Q= ey Ws.

* The mean time that a class r message spends
in the network, ie, the system response time for
class r is given by Q,= vZ-‘NQ,-,-,.

* The mean number of class r messages at
node ij is L= 7,Q; by Little's result.

4. Performance Evaluations

This section gives the results of computations
from the performance measures of the queueing
network model. By changing the density, velocity
and in-call probability of mobile hosts among mobi-
lity and traffic parameters, we evaluate the utiliza-
tion of various network components and the system
response time due to various messages. With the
same model parameters we also compare two diffe-
rent virtual cell systems: one deployed according to
an initial partition and the other deployed according
to an optimal partition with respect to the initial
partition. The initial model parameters are listed in
Table 1 and Table2.

The analysis assumes that the initial density of
mobile hosts in each of n physical cells is randomly
varied between 325 mh/km® and 650 mh/km® such
that the average density becomes 500 mk/km®. The
initial velocity of mobile hosts in each of n physical
cells is also randomly varied between 5 km/hr and
25 km/hr such that the average velocity becomes 15
km/hr. The initial density of each physical cell is
increased with the same ratio at each step such that
the average density is raised from 500 mh/km’ to
2000 mhikm®. After the average density increased
up to 2000 mhk/km®, the average velocity is then
increased from 15 km/hr up to 30 km/hr in the
same way and then the in-call probability is raised
from 05 up to 1.0. The base station network service
rate u;; and the backbone network service rate ugm



represent the service rate of the same physical
transport network.

{Table 1) initial System Parameters

system parameters initial value
the number of base stations(n) 19
the number of virtual cells(m) 3

base station network service rate( s5) 45Mbps

backbone network service rate( p5) 45Mbps

base station service rate( u,) 45Mbps

ARP/Location server service rate( u;s) 45Mbps

(Table 2> Initial Mobility and Traffic Parameters

mobility and traffic parameters initial value
average density of mobile hosts at physical 2
cell xy( px)) 500 mby km
average velocity of mobile hosts at phy-
sical cell xy( o) 15 lan/hr
cell radius(R) 1 km
data rate of a wireless channel(b) * 2 Kbps
average message length(l) 4 Kbits
Erlangs per mobile host(E) 004
average number of messages over a con- 240
versation(c)
address resolution miss ratio at a mobile 05
host( &,,) :
address resolution hit ratio at a base sta- 05'
tion{ & gs) "
probability that a mobile host is powered 05
on .
average handoff time( 7,) 1 sec

Figure 4 and Figure 5 depict the utilization of the
network components in the virtual cell system which
is deployed according to an initial partition and an
optimal partition, respectively. Since the same phy-
sical transport network is used for both base station
networks and the backbone network to construct a
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virtual cell system, the petwork utilization of Figure
4 and Figure 5 represents the sum of all utilizations
for three base station networks and one backbone
network. The utilization of the ARP/Location server
and base stations represents the average utilization
of an ARP/Location server or a base station.

As depicted in Figure 4, the high utilization of
the ARP/Location server for the initial partition
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implies that there is a large volume of mobility and
data traffic between clusters before the optimization
process. It is shown in Figure 5 that the inter-
cluster traffic is significantly reduced after the opti-
mization process. The less inter-cluster traffic means
that the utilizations of the backbone network and
base station networks are also reduced. This is due
to the fact that for handoff or data transfer opera-
tions, intra—cluster traffic involves operations at only
one base station network while inter-cluster traffic
involves operations at two base station networks and
one backbone network.

It is interesting to observe that the average utili-
zation of a base station for the optimal partition is
slightly higher than that for the initial partition and
it is especially sensitive to the velocity of mobile
hosts. This is due to the fact that the optimization
process produces as large clusters as possible within
the cluster size constraint in order to reduce the
total communication cost for the entire system.
Consider the impact of handoff multicast operations
in terms of cluster size. The number of mobile hosts
leaving a base station is determined by the density
and velocity of mobile hosts in its physical cell, not
the cluster size. For each leaving mobile host, the
base station invokes a multicast operation to all
other base stations in the same cluster in order to
maintain the consistency of the distributed location
information of the mobile host. Thus, a handoff
multicast operation within a large cluster involves
more base stations than that within a small cluster.
This increases the total utilization of base stations.
When considering only the handoff multicast opera-
tion, the best partition would consist of equal-
weighted clusters where the weight of a cluster is
the product of the number of base stations in the
cluster and the number of mobile hosts moving out
of physical cells in the cluster. As the velocity of
mobile hosts increases, more handoff multicast ope-
rations will be needed, which in turn results in more
utilization of base stations.

The utilization of the ARP/Location server for the
optimal partition is less likely saturated compared to
that for the initial partition. However, the average
utilization of the ARP/Location server for the opti-
mal partition approaches to approximately (.72 at the
saturation point of the in-call probability 0.8. This
means that the ARP/Location server for the largest
cluster of the optimal partition is saturated at the
in-call probability 0.8. The bottleneck in the ARP/
Location server comes from the fact that the desti-
nation of data messages are randomly distributed
over the entire system and the locality of data traffic
patterns is not considered. Thus the ARP/Location
server may use a faster processor to resolve it
Adjusting the cluster size constraint in the optimi-
zation process could also alleviate the effect of the
largest cluster on the utilization of the ARP/Location
server. In this analysis, the cluster sizes of the
initial partition are », = 6, #, = 6, and #; = 7, and
the cluster sizes of the optimal partition obtained by
using the cluster size constraint, 4<|Pj{<12, are =,

=4, n2=4,and n3=11.
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From Figure 6 and Figure 7, it should be noted
that the significant difference in the utilization of the
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(Fig. 7) The Utilization of the ARP/Location Server for
Each Type of Message When an Optimal Partition Is Used

ARP/Location server between the initial partition and
the optimal partition comes from much less inter-
cluster data traffic in the optimal partition. Thus, the
sensitivity of data messages to the density, velocity,
and in-call probability variations dominates the utili-
zation of a network component in the virtual cell
system.

For data messages, the increases in the density
and in—call probability of mobile hosts directly affect
the arrival rate of data messages. However, the
increase in the velocity of mobile hosts does not
raise the arrival rate but the forwarding rate of data
messages. Thus, as the velocity of mobile hosts inc-
reases, the utilization of data messages at the ARP/
Location server is slightly increased by the inter-
cluster forwarding data messages, but it could be
negligible compared to that of data transfer class of
messages. The utilization of the ARP/Location by
handoff messages is more sensitive to the velocity
variation than the density variation. The in-call pro-
bability does not affect handoff messages because it
only raises the arrival rate of data messages. Comp-
ared to data and handoff messages, the utilization of
the ARP/Location server by address resolution mes-
sages could be negligible.
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Message When an Optimal Partition Is Used

The system response time @, for each type of
messages are shown in Figure 8 and Figure 9. In
the optimal partition, the system response time for
data and address resolution messages is reduced at
the cost of slightly higher response time for handoff
messages. This is due to the impact of handoff
multicast operations on the relatively larger cluster
size with respect to the cluster size of the initial
partition, as described previously. When considering
high mobility and data parameters, i.e., 2000 mh/km?,
30 kmfkr, and 0.8 in-call probability of mobile hosts,




2640 SXIEXEIE D] =FX H5H M102(38.10)

the mean handoff response time 80 msec is quite
acceptable. Given some mobility and data traffic
parameters, the analysis shows a trade-off between
the data and handoff response times. The much
larger volume of data traffic over handoff traffic in
mobile data communications reveals that even the
small difference in the data response time could
improve the overall system performance significantly.
To reduce the handoff response time, more strict
constraint on the cluster size is needed in the opti-
mization process.

5. Conclusion

To analyze the performance of the virtual cell
system we adopt a BCMP open multiple class que-
ueing  network. Since the same type of message may
have a different routing behavior depending on which
base station belongs to which cluster, a routing chain
is defined for each type of message generated by
each base station. Both mobility and data traffic
patterns among base stations and the topology of
the virtual cell system are used to determine service
transition probabilities in the queueing network model.
With various performance measures such as the uti-
lization of network components in the virtual cell
system énd the system response time for various
types of messages, we have conducted sensitivity
analyses of those performance measures as mobility
and data traffic parameters vary. We also compared
the performance measures of two different virtual
cell systems which are one deployed according to an
initial partition used for the optimization process and
the other deployed an optimal partition with respect
to the initial partition, respectively.
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