HASZ OI71F P 2ol SEETRE AMLHEe 4A & 731 3633

otz o|7]F IP e SdE2#e AlxH e
AA = 9

HoE AE H ML E &2

02t

AN

2 o

QEYL o ol EFIFTE A% HENZ/} ohd AYHQA FolM o)Foixe FHF FNFHo) HAUL ARE
& ojulYgE ALgHAM AMHQ WA E T Y FAEE 48 TN 285HQ Egg won Aoy &£ ES 3 o
G AES FUSHIIE @k £ 97 7IP9ES AR dolMe AFE ANtz slh A2 B9, o] & SlEd Ef
Ho Zutdel 44& Efye) & eyl 54, thkd MHlA Awel W4 2 T BN ASHeg Wsle A}
£3589 878 F4aks Wyd 2 BAE £3vh B A9 Over provisioning4& @¢d sl o] & & YA
2 oo vEEHQ BES A walA, o] G RS 4]l Be AvlEol HZ 28R ok 2y
od 54 frixe HAFAYL EFHNEE OdD AAULE AFEA P FF £F40 L7HAAY B mRdA
£ ol 2 BA W Ao 2N policy7) st B QoS provisioning, EAY AxYe|@H Msde] A~dE B9%
HEHE AGPt B AHZAL A& AEsE T2 AHE povisioning 715, A Be A AREC Jud B
YA Hulzgh o 2] 43 Ao 7)5 9 071 @ P %) FY A5 EYY Aoy 75g ATt

An Integrated QoS Management System for Large-Scale
Heterogeneous IP Networks : Design and Prototype Implementation

Tae-Sang Choi'- Hyung-Seok Chung'- Hee-Sook Choi' -
Chang-Hoon Kim': Tae-Soo Jeong'!

ABSTRACT

Internet is no longer a network for special communities but became a global means of communication infrastructure for
everyday life. People are exchanging their personal messages using e-mails, students are getting their educational aids
through the web, people are buying a variety of goods from cyber shopping malls, and companies are conducting their
businesses over the Internet. Recently, such an explosive growth of the traffic in the Internet raised a big concern on how
to accommodate ever-changing user's needs in terms of an amount of the traffic, characteristics of the traffic, and various
service quality requirements. Over provisioning can be a simple solution but it is too expensive and inefficient. Thus many
new technologies to solve this very difficult puzzle have been introduced recently. Any single solution, however, can be
insufficient and a carefully designed architecture, which integrates a group of solutions, is required. In this paper, we propose
a policy-based Internet QoS provisioning, traffic engineering and performance management system as our solution to this
problem. Our integrated management QoS solution can provide highly responsive flow-through service provisioning, more
realistic service and resource policy control based on the real network performance information, and centralized control of
traffic engineering for heterogeneous networks.
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1. Introduction

The Internet is growing with enormous speed and
is becoming an integral part of everyday business op-
eration. It is undoubtedly becoming the platform of a
choice for the emerging innovative network and appli-
cation services. Recently, however, such an explosive
growth of the traffic in the Internet raised a big concern
on how to accommodate cver changing user’s needs in
terms of an amount and characteristics of the traffic,
and a wide variety of user's service quality require-
ments. Over—-provisioning can be a simple solution but
it is too expensive, time-consuming, and inefficient.
Thus many new technologies to solve this very difficult
puzzle have been introduced in the past few vears,

Integrated Services (IS) was proposed by the Internet
Engineering Task Force (IETF) in the mid 1990s to
address the end-to-end Quality of Service (QoS) [1].
It utilizes ReSerVation Protocol (RSVP) [2] as a sig-
naling protocol to setup per-flow based resources dy-
namically. Its intention was to provide the closest way
of circuit emulation on IP networks. However, due to
the complexities involved to process and maintain flow
states, it gives big burdens to both hosts and network
elements thus makes hardly scalable in the large-scale
IP networks.

Differentiated Services (DiffServ) [3] was introduced
as an alternative to provide a simple and coarse method
of classifying different user's service quality require-
ments and thus can be scalable for the large networks.
This objective is achieved by pushing most complexity
to the edges of the network to keep the network core
free from per-flow state processing and maintenance.
Two Per Hop Behaviors (PHBs) were standardized by
the IETF for traffic classifications. Expedited Forward-
ing (EF) PHB minimizes delay and jitter and provides
the highest level of aggregate QoS, whereas Assured
Forwarding (AF) PHB defines four classes and three
priorities within each class. The former strictly main-
tains its service quality by dropping the excessive
traffics of the promised profile but the latter may allow
demotion of the quality.

IETF yet initiated another effort to define QoS tech-
nology called Muti-Protocol Label Switching (MPLS)
[4] to provide better QoS for IP networks in terms of
the scalability and forwarding speed. Its key concept
is to separate IP forwarding and control functions. Its
scalability comes from DiffServ like traffic classifica-
tions, as it also marks traffic at ingress edge of the net-
work, and un-marks at egress edge points of the net-
work. It also achieves traffic forwarding speed en-
hancement by making switching decisions of data
packets in the core based on 20-bit labels assigned at
the ingress edge point. But unlike DiffServ, MPLS can
also setup explicit routes based on user's service quality
requirements. This explicit routing feature of MPLS
makes for Internet Service Providers (ISPs) to engineer
their networks based on the QoS requirements in much
efficient manner, which allows many of the difficulties
associated with current IP routing schemes to be ad-
dressed.

Although some layer 2 technologies such as ATM
have already been QoS-enabled, other more common
ones like Ethernet were not originally designed for this
purpose. In order to provide end-to-end QoS, the IEEE
defines 802.1p, 802.1Q, and 802.1D standards [5] to
classify layer 2 frames for fast delivery of time-critical
traffic. IETF is also standardizing the method of map-
ping between upper-layer QoS protocols and services
with those of layer 2 technologies. Subnet Bandwidth
Manager (SBM) [6] was defined for one of these pur-
poses for the mapping between shared and switched
LANs QoS requirements with high layers. It is a sig-
naling protocol between hosts and the above-mentioned
LAN switches.

Besides QoS-enabling technologies mentioned above,
there are many more essential component technologies
which were not explained such as various traffic condi-
tioning algorithms (e.g., policing, shaping, and queue
scheduling algorithms), traffic classification, and con-
gestion control ones. IETF continues to define a wide
variety of QoS-enabling protocols and architectures
such as Common Open Protocol Service (COPS) [7],
Policy -based Network Management (PBNM) [8], and



Directory Enabled Networking (DEN) [9].

Each or some combination of these technologies can
provide partial solutions to specific purposes. For ex-
amples, integrated service architecture can be used to
provide QoS services in small-scale IP networks such
as an enterprise environment due to its scalability pro-
blem. Differentiated service architecture and MPLS are
better suited for a large-scale backbone IP network.
PBNM provides mainly a configuration management
solution either in enterprise and backbone networks in
the scope of single administrative domain. Any single
solution, thus, can be insufficient for an end-to~end QoS
management. Carefully designed integrated manage-
ment architecture is required to provide true end-to-end
IP QoS management.

In this paper, we propose a policy-based Internet QoS
provisioning, traffic engineering and performance man-
agement system for this purpose. Our system consists
of a GUI server, a policy server, a routing advisor for
traffic engineering (RATE), a QoS performance man-
ager, and a common resource information repository.
The GUI server interacts with the rest of the servers
to control and retrieve information necessary to present
to the network manager. The policy server provides
policy rule management functionality such as creating,
editing, deleting, and conflict checking of QoS and
routing policies specific to a QoS policy administration
domain such as a diffserv domain and MPLS domain.
Enforcement of the defined rules into appropriate net-
work elements is another work. It also plays a role of
inter-domain policy broker for SLA provisioning.
RATE monitors routing behavior of the target domain
and makes optimal decisions for traffic engineering
point of view. The QoS performance manager synchro-
nously and asynchronously monitors the status of the
QoS provisioned networks to help the policy server and
RATE make optimal policy and traffic engineering
decisions. It also provides physical network topology
information. The common resource information repos-
itory consists of a relational DB and LDAP directory
to store the defined policy rules and global/local man—
agement information.
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The main characteristic of our system is an inte-
grated QoS management of policy control, centralized
traffic engineering, and real-time resource monitoring.
Our integrated management QoS solution can provide
highly responsive flow-through service provisioning,
more realistic service and resource policy control based
on the real network performance information, central-
ized control of traffic engineering for heterogenecous
networks, and a user-friendly and intuitive graphical
user interface.

The rest of the paper is organized as follows. Section
2 addresses some of the major related research and
development work. Section 3 describes user’s and ser-
vice provider's requirements and some of the important
design issues. Section 4 describes our system architec-
ture in detail. Section 5 describes the prototype imple-
mentation of our system. Finally, Section 6 summarizes
our work and discusses directions for our future re-

search.

2. Related Work

There are a number of related academic research and
commercial development efforts in the Internet com-
munity. In this section, we describe the architectures
and major characteristics of these efforts and examine
some of the important lessons we have learned.

Routing and Traffic Engineering Server (RATES)
[10] was developed for MPLS traffic engineering. The
RATES implementation consists of a policy and flow
database, a browser-based interface for policy definition
and entering resource provisioning requests, and a
COPS server-client implementation for communicating
paths and resource information to edge routers. RATES
also uses the OSPF topology database for dynamically
obtaining link state information. RATES can set up
bandwidth-guaranteed label-switched paths (LSPs)
between specified ingress—egress pairs. The path se-
lection for LSPs is on a new minimum-interference
routing algorithm [11] aimed at making the best use of
network infrastructure in an online environment where

LSP requests arrive one by one with no a priori infor—
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mation about future requests. It uses a relational
database for the various resource information to reduce
performance burden, which occurs due to frequent data
updates. Its main scope is intra-domain MPLS network
QoS traffic engineering and thus is limited to provide
end-to-end QoS management in heterogeneous IP
networks. Our system can perform intra-domain QoS
management functionality such as provisioning, perf-
ormance monitoring, and traffic engineering for both
MPLS and traditional IP networks. Furthermore, inter-
domain SLA signaling and its associated intra-—domain
resource provisioning capabilities are supported.

The Internet2 Bandwidth Broker (BB) Advisory
Council (BBAC) [12] employs the BB to manage net-
work resources for IP QoS services. It aims to automate
the admission control decisions and network device
configuration functionality in the context of the Internet
QBone architecture [13]. A BB can be a type of policy
server and manages the QoS resources within a given
domain based on the Service Level Descriptions. BB
also gathers and monitors the state of QoS resources
within and at the edges of its domain, Two signaling
mechanisms are proposed to set up the inter-domain
communication for resource allocation. BB will support
the best-effort and DiffServ Premium services. Its API
allows applications to make BB service requests and to
query for existing service commitments. Although the
intra-domain QoS resource management is mentioned
in the architecture, the specific implementation archi-
tecture is completely left upto implementers. Our sys-
tern completes this missing block by designing the inte-
gration architecture to tie the inter~-domain signaling
functionality and intra-domain resource provisioning
and performance monitoring functionality.

QoS agent architecture {14] provides a QoS man-
agement solution for a large network. The main thought
behind the architecture is that every Routing Domain
(RD) will have at least one QoS agent that manages
admission control and reservations. In each DiffServ
domain there can be more than one RD. The QoS agent
can handle immediate-, future- and third party reser-
vations. The QoS agent obtains topology information

collected from the routing tables by listening to OSPF
messages. It also monitors the network links physical
bandwidths via SNMP [15]. If a user or application
needs a better service quality, the agent has to be con-
tacted to request the new level of service for a flow
of data. When the QoS agent receives the request it
knows which way the flow will take through the RD
and if the links along the path can handle the requested
load. If the network is able to handle the extra load,
the agent sets up the reservation. QoS agents commu-—
nicate with each other to handle admission control for
reservations spanning more than one RD. This solution
still limits its management scope into a single DiffServ
domain although the scale of the domain is a large back~
bone network. It monitors routing topology based on
OSPF information and network resource status via
SNMP but flow-based monitoring is not supported.
Flow-based monitoring is essential for SLA monitoring
and billing. Our system is capable of measuring a flow
whether it is a DiffServ flow or an MPLS LSP. Mea-
surement is done non-intrusively using SNMP, Diff
Serv MIB [16], and MPLS Traffic Engineering MIB
{17].

The Distributed Resource Controller (DRC) technol-
ogy [18] provides a novel approach to interfacing appli-
cations with emerging network mechanisms to deliver
Quality of Service (QoS) and controlling network re-
source utilization. DRC aims to unify network services
(e.g., Diffserv, Intserv, and ATM) and application QoS
provisioning by introducing a middleware system and
a set of generic interfaces. DRC middleware is the core
part that translates application requests for QoS deliv-
ery into respective access to underlying network sys—
tems in a manner that optimizes resource utilization and
shelters applications from such a complexity. Appli-
cations can request QoS to the DRC middleware in two
ways : either in-line using the DRC QoS API or off-line
via the DRC utility. Application QoS requirements are
specified in terms of two categories of parameters :
Traffic Profile (quantitative) and User Expectation
(qualitative). DRC currently uses the CORBA-based
[19] object-oriented technology to develop a CORBA-



based Resource Controller (CRC). Although DRC in-
cludes DiffServ management in its architecture, the
working prototype manages the Integrated Services
only. Its main interest is in QoS management from an
application’s point of view. Our system is much more
than a QoS signaling broker and is designed to be a
part of a service provider's operation support system
(OSS) to manage next generation IP networks.
Besides the above mentioned research efforts, a dozen
of commercial policy server products are available.
IPHighway, Ochestream, HP, Intel, Nortel, and Cisco,
to name a few, are the major vendors, which are pi-
oneering in this technically emerging field. It is hard
to describe all the details of their product’s features but
a few common properties can be at least mentioned.
First of all, most of them are focused to solve QoS
management problems within an enterprise network
scope. In the TMN [20] hierarchy, their solutions mainly
belong to the element management layer. Also, in terms
of management functionality point of view, they provide
configuration management capability with very few
fault and performance coverage. However, end-to-end
QoS management for a large-scale IP networks
requires network and service management capabilities
including intra-domain service and network provision—-
ing, provisioned service quality performance manage-
ment, network traffic engineering functionality, service
and network fault management, inter-domain SLA
provisioning and monitoring, and flow-based billing.
In the next section, we summarize important require-
ments and design considerations for our system archi-
tecture to provide optimal end-to-end QoS manage-

ment.

3. Requirements and Architectural Design Decisions

We have reviewed pros and cons of some of the
important research and commercial development efforts
to address various QoS management problems in the
previous section. Although each of them claims that its
solution provides an end-to-end QoS management,

most approaches tackle a limited scope of QoS man-
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agement. In this section, we describe user and service
provider requirements and design decisions to come up
with our system architecture to provide end-to-end

QoS management.

3.1 Requirements

The requirements for end-to-end QoS management
in the Internet come from mainly two different sources :
service users and service providers. As new types of
applications keep emerging and their traffic types are
also changing, best-effort network and service archi-
tecture are not sufficient to accommodate such different
types of traffics. Users want to specify their desired
classes of services according to the types of applications
they use. And network providers need to meet these
users requirements for the success of their business. So
far, there were no efficient means of traffic engineering
within user’s and service provider’s IP network domains
respectively, let alone, automated interfaces for service
level agreements between them,

To provide true top-to-bottom and end-to-end QoS
guarantee, a very well structured and designed archi-
tecture from a service management level to a network
element management level is required. We explain
briefly what is needed for this from user’s and service

provider’s perspectives.

® User Requirements

We define a user in this paper as both an enterprise
customer and a service provider that plays a customer
role for inter-domain business relationship. Supporting
QoS for end-users such as home dial-up users are not
technically feasible yet and requires further research
and development. User requirements can be summa-
rized as easy service creation and customization both
in intra-domain and inter-domain networks, automated
trouble administration, and automated performance re-
porting. The following lists some of the important
detailed requirements descriptions from the user’s per-
spective.

1. Users need an casy-to-use and secure user interface
to specify and manage what they want for their
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applications and services in terms of QoS require-
ments.

2. This interface should include service and network
topologies with managed network resource utiliza-
tion status. Also users should be able to add, modify,
remove new, part of, or entire services through this
interface.

3. Users want to subscribe a service via an automated
interface throughout the entire service provisioning
transaction in a flow-through fashion. They do not
want to wait for several days or even several hours
before they can use a requested service.

4. When the requested service is activated, they want
to monitor or receive contracted level of service per-
formance. Preferably via an automated interface like
a web browser.

5. When a fault occurs, users want to report the pro-
blem via the same user interface and check the status
of the problem resolution processes.

6. Users also need to manage their own networks to
support end-to~end QoS guarantee. This includes
user-friendly policy definition, policy enforcement,

provisioned service utilization monitoring, etc.

® Service Provider Requirements :

A service provider includes an Internet Service Pro-
vider (ISP), a Network Service Provider (NSP), and an
application service provider (ASP) that provide not only
network access services but other value-added services
such as VPN and VoIP. The main objective of man-
agement automation Is to make their customers happy,
enhance network resource utilization, and gain the mar-
ket leadership from competitions. Especially when it
comes to a large-scale IP network QoS management
issues that haven't been explored much, it is not an easy
task at all, It has to take care intra-domain traffic engi-
neering problems efficiently and very timely manner
and inter-domain service level agreements to provide
end-to-end QoS guarantee. In summary, the service
provider requirements are technology independent man-—
agement, ease of service creation and customization,
efficient traffic engineering, scalability, and rated-based

billing. Some of the important detailed requirements
descriptions are as follows :

1. For QoS service and network provisioning, a service
provider should be able to define policies that are
easy to describe and are independent of the under-
lving network technologies.

2. A service provider should be able to store, modify,
delete, resolve conflicts of policies and these trans-
actions should be performed in secure manner.

3. A service provider should be able to provision re-
quested services in their intra-domain network using
policies defined as above with automation tools. A-
gain such very important and sensitive information
should be well authorized and securely transmitted.

4. A service provider should be able to monitor the re-
source utilization and be able to make appropriate
allocation decisions when resource provisioning re—
quests are received. This issue is particularly hard
in current IP networks. Traditional IP networks were
not built to support cost-effective traffic engineering
mechanisms. For instance, enforcing QoS policies in
a DiffServ domain requires the advance knowledge
of the network to find appropriate policy target net~
work elements such as a best route given a source
and a destination pair and link bandwidth availability,
etc. Also when the provisioned route are modified for
some reason during the service, the related QoS po-
licies have to be updated to appropriate network
elements in timely manner. If the underlying network
has embedded traffic engineering functionality such
as MPLS, the problem can be eased somewhat but
the OSS intervention is still required.

5. A service provider should be able to make best pos-
sible routing decisions depending on the underlying
link layer technology (e.g, Ethernet, ATM, MPLS, or
WDM). These decisions should be tightly coupled
with monitored network utilization status and routing
policies based on a global network topology.

6. A service provider should be able to support scal-

ability in terms of networks and services.
7. A service provider should be able to report the con-



tracted service level in easy to understand forms to
their customers using automated tools in timely
manner.

8. A service provider should be able to interact with
other service providers for admission control, service
provisioning, resource monitoring, and rated—based
billing on behalf of their customers over secure links.

3.2 Design Decisions
In order to satisfy the requirements mentioned above,
we explain our design decisions in this section.

¢ Management Scope

To support end-to-end QoS guarantee, partial QoS
management solutions described in Section 2 are not
sufficient. As stated in our requirement section, the
objective of our system is to provide an end-to-end QoS
management solution. To accomplish this goal, the
management scope of our system spans multiple IP net~
work domains including enterprise customer networks
and service provider access and core networks. Since
the network transmission and switching technologies
are rapidly evolving, we would like to accommodate any
of them in our design scope. From the management
point of view, the underlying network technology
should be transparent. In each domain one or more in-
stance of our system manages its own network domain
and one leader instance interact with others for inter-
domain issues such as admission control, resource

allocation, performance reporting, and billing.

® Management Architectural Model and Scalability

Typically, a management system architectural model
can be a centralized, a hierarchical, or distributed. Each
model has its pros and cons depending on the manage-
ment scope, performance, reliability, scalability, cost,
and interoperability. Qur system consists of three dis-
tinct servers, one for policy management, the other for
traffic engineering including but not limited to routing
decision and control, and another for QoS resource
monitoring. In our system design, we adopted an inte—
grated approach. For intra-domain management, a cen—
tralized model is used. This model is typically used for
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the small and medium scale management solution. It is
easy to implement and has centralized management
information that can be shared by different servers
easily in our case. However, for the scalability within
a domain when needed, each server is designed in an
object-oriented way such that more than one instance
can be generated depending on the number of managed
elements. For inter-domain management, a distributed
model is used. Only policy servers interact one another
among different domains through a CORBA interfaces.
This choice is quite natural because inter-domain issues
mainly related with SLA management, which requires
transaction-oriented, reliable, secure, location indepen-
dent, and scalable interface solution. Also the distribut-
ed model is used between servers within a system via
CORBA interfaces and sharing a directory service and
a relational database.

® SLA Management

It is essential to provide SLA management capability
to guarantee end-to-end QoS across a wide variety
network domains. Among many things for true SLA
management, two important aspects are considered,
namely, SLA provisioning and SLA monitoring. In our
system design, SLA provisioning includes QoS admis~
sion control and resource allocation between a customer
and service providers and between service providers on
behalf of the customer. SLA monitoring is responsible
for network-level availability and response time only.
There are numerous other aspects to be considered such
as application—level SLA management, trouble adminis-
tration, performance reporting, and charging arbitration
in relation with service level agreement violation, etc.
But those issues themselves deserve to he researched
separately. As mentioned above, CORBA interfaces are
used for admission control and resource allocation ne-
gotiations. Negotiated SLAs are translated into intra-
domain QoS policies and the intra~domain policy server
separately does its enforcement. Also network resource
utilization information obtained by the resource servers
from each domain is aggregated and analyzed to repre-

sent service level performance metrics. We also include
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the software~based traffic generator and analyzer in our
system design to support active SLA performance mea-
surement. It can generate self-similar traffic patterns
to simulate the real Internet traffic and can be injected
into particular network flows,

® Policy-based Management

Policy is used in our system design as specified in
policy framework document series defined by IETF [21].
It is a set of information that conveys business decisions
for a particular service to be installed in the network(s).
It is very important to have an abstract, common, and
platform independent information model to represent
service policies. Currently, IETF is defining DiffServ-
based QoS {22] and security policy information models
[23] with the above characteristics. Also policy-based
network management (PBNM) framework is defined to
configure policies into target network or system ele-
ments through automated tools. Our system adopts their
framework and extends to add routing policies. PBNM
is designed for the element configuration management
purpose but it can be used for a network configuration
management when it is combined with a global network
topology tool. It is our design purpose to expand the
scope of PBNM into an intra-domain network config-
uration management. Also implementable part of SLA,
known as Service Level Specification (SLS), needs to
be mapped into network policies, This mapping func-
tionality is included in our system design. Besides, we
add additional functions for inter-domain SLA admis-
sion and resource allocation negotiation similar to a
main function of bandwidth brokers defined by Internet2
Qbone BB Advisory Council.

® Monitoring and Topology Discovery

QoS provisioning and monitoring go side by side.
After a requested QoS is provisioned, it is essential to
monitor the performance of it. Monitored results can be
fed back to the route server for optimal routing decision
if necessary, to the SLA performance reporting module
to measure the contracted service level, and to admin-
istrator's GUI for user-friendly view. Unlike typical
passive network monitoring, QoS monitoring requires

flow-based measurements. Both a micro flow and an
aggregated flow measurement should be supported
depending on the situation. Typically the former method
can be used in a small-scale enterprise network where
micro flow classification is possible. Core network
mostly depends on the latter. The main issue, though,
is how to measure an end-to-end flow. Especially when
congestion occurs in a core network, it is very hard to
pinpoint the possible cause of the problem. In our sys-
tem design, thus, we utilize the combination of the in-
formation rather than using only a flow measurement
information gathered by the resource monitoring server.
For this, DiffServ MIB currently under work in IETF
DiffServ WG is used to measure flow-based utilization
information in the core and other flow measurements
collected at the ingress edge points with the help of BGP
route reflection mechanism. Also the resource moni-
toring server constructs intra-domain global topology
information based on MIB-IL

® Routing Decision and Control

One of our major system requirements is efficient use
of network bandwidth resources to support QoS man-
agement. Current IP routing schemes have significant
shortcomings by utilizing bandwidth resources based on
the routing decision mechanism which depends only on
a shortest path computed by a destination address and
mostly static and traffic characteristics independent link
metrics. To overcome this obstacle, we use an intel-
ligent routing decision and control mechanism by close—
ly working with other system modules, namely, the
resource monitoring server and the policy server. In this
mechanism, optimal routing decision is made by three
types of information. The first is a routing policy de-
cision to make either by the policy server or human
manager via a GUL The second is the global intra-
domain network topology information, OSPF [24] based
IP layer routing behavior information, and the network
resource utilization information collected by the re-
source monitoring server. The third is the BGP [25]
routing behavior information obtained by the BGP route
reflector, which is one of a module in the RATE [26].
This decision can be translated into routing policy



information and fed back to the policy server to enforce
them to the appropriate target elements. Further com-
ment is worth to mention at this point. When the un-
derlying network is based on conventional router based
and OSFP protocols only, it is realistically not easy to
enforce the routing policy to gain the desired perfor-
mance of routing behavior. However, if ATM, MPLS,
or WDM based network is supported underneath, an
explicit route control is possible for better support of
QoS requirements. Our initial design objective is to
report the optimal routing decision and present it
through the graphical user interface for the monitoring
purpose. Explicit routing control with the policy server
will be applied to those networks, which supports such
explicit path signaling mechanisms [27, 28].

® Repository

As mentioned in the requirement section, a repository
is necessary to store various types of information such
as QoS policy, routing policy, security policy, topology
data, traffic data, SLA information, network element
dependent data for QoS configuration, network element
capability data, calculated routing decision data, and
etc.. Some of them are static and others are dynamic
in nature. PBNM recommends LDAPv3 [29] for storing
and managing policy information and we follow this
standard track for interoperability purpose. Also some
of the information mentioned above requires frequent
large volume data updates and, thus, performance is a
major decision factor. For this reason, we use a rela-
tional database for information with performance con-
straints. Detailed schema of the information will be de-
scribed in the implementation section later.

® Security

QoS control automation over IP networks will have
great impacts in economics of the next generation
Internet. But it doesn’t come for free. Other than what
was mentioned above, one of the most important issues
should be dealt with is the security. Automation typ-
ically accompanies with vulnerability with threats.
There are several points to be considered to make the
system secure. First of all, policy data that contains
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critical business information should be securely trans-
mitted between a policy server and a policy target ele-
ment or between policy servers. Repository is also a
single point of security threats that should be well pro-
tected. But, fortunately, protocols used for QoS man-
agement (e.g., COPS) are designed with security features
and off-the-self security solutions can be used for most
cases. We do not consider this issue further in our ar-

chitectural design decisions due to the above reasons.

4, System Architecture

We identified the major system requirements and
explained design considerations with our decisions. In
this section, we propose our system architecture based
on the requirements and design decisions. IQPMS con~
sists of an integrated GUI, three servers, a repository,
and a policy target including policy target proxy.
(Figure 1) shows overall system architecture and its
inter-component relationships, and its interaction rela-
tionships with a target network infrastructure. This ar-
chitecture is based on three-tier model : GUI, servers,
and agents, Integrated GUI separates GUI-related func-
tionality from servers so that each server can concen-
trate on its own functions. Servers perform its own
functions and also interact with other servers in dis-
tributed manner to help each other to achieve overall
system objectives. We describe a brief overview of each

(RSVP, OSPF)
MPLS CORE NON MPLS CORE
(DS. OSPF) (DS, OSPF)

(Figure 1) High-level System Architecture of IQPMS
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component, its internal modules, and flow relationships
among modules. Communication between the servers is
achieved through CORBA-based inter-server commu-
nication (ISC) bus.

41 GUI

A main design philosophy of our GUI is to control,
monitor, and present a global view of the QoS services
within an intra-domain. GUI has a two-tier architecture
. GUI client and GUI server. This architecture provides
platform independence, ease of customization, and scal-
ability. GUI client can be either an independent appli-
cation or applet embedded in the web page. GUI server
runs in a background and communicates with other ser-
ver modules and repository servers via various pro-
tocols such as LDAP, SQL, and CORBA. It exports
XML-based [30] menu to clients so that dynamic menu
update is possible. A human manager can watch its
global network topology, resource utilization, routing
configuration, and even routing behavior, which are
auto—discovered by resource monitoring servers and
routing advisors (RATE : Routing Advisor for Traffic
Engineering). And policies for a desired service, for
instance, VPN service can be defined by using a policy
editor based on the view of topology and behavior.
When the defined service policies are scheduled and
enforced, the topological view of routing behavior and
link and flow utilization status can be monitored. Major

features supported are as follows :

® Service and Network level topology view presen-
tation

e Network level routing topology visualization ; BGP
peering relations, configured OSPF interfaces and
metrics etc.

® Network level routing behavior visualization

e Flow specific (DiffServ, MPLS LSP, VPN flow,
etc.) view presentation

® Policy domain view presentation

® Policy editor (including QoS policy, security policy,
and routing policy)

® Various domain (DiffServ, MPLS, OSPF area and

subgroup, etc.) editor

e Enforced service policy viewer and editor

® Managed network elements configuration and ca—
pability information viewer

® Other system administration functionality such as
server status monitoring, user profile manage-
ment, resource database initialization and manage-
ment, etc.

4.2 Policy Server

As explained in the design decision section on policy-
based network management, our system adopts IETF’s
PBNM framework and extends to add routing and se-
curity policies. PBNM is designed for the element con—
figuration management purpose. We expand the scope
of PBNM into an intra-domain service and network
configuration management. Besides, we add additional
functions for inter-domain SLA admission and resource
allocation negotiation similar to a main function of
bandwidth brokers defined by Internet2Qbone BB Ad-
visory Council. It consists of policy manager, policy
decision module, inter-server communication module,
policy agent and proxy agent, policy repository, and PIB
database. Policy manager receives user inputs through
the GUI and checks any policy conflicts with the ex-
isting ones before it stores into policy repository with
the help of policy decision module. Policy decision mod-
ule retrieves stored policies and translates them into
network dependent policies in PIB format and sends
them into appropriate policy targets via COPS protocol.
Inter-server communication module is used for SLA
negotiation and inter-server communications with other
server modules, Proxy agent module talks with non
COPS-supported routers via any other protocols such
as CLI, HTTP, and HTTP.

Architecture of our policy server is shown in (Fig-
ure 2) The following lists major functionality of the

server :

e Intra-domain QoS, security, and routing policy
creation, conflict detection, and storage to LDAP

server.



® Policy retrieval from LDAP server, decision of ap—
propriate network or system elements to enforce
policy, and translation into Policy Information Base
(PIB).

® Enforce the translated policies into the appropriate
target elements directly to COPS-enabled ele-
ments or indirectly via a proxy to legacy target
elements.

® SLA admission control, resource allocation, and
SLA performance reporting with other domains

e SLA mapping into domain specific policy rules.

® Interaction with the routing server or the resource
monitoring server to help making a routing deci-
sion and to retrieve resource utilization information

through inter-server communication module,

Tran " Policy Rules
Rolicy (fomGLD
Renting Pl

| PR
rscDB

Dilims tremclotioe
nlios darivirn

SIA maagement

(Figure 2) Architecture of the Policy Server

4.3 Resource Monitoring Server

Resource can mean many different things. In our
system, it is mainly defined for QoS management pur-
poses such as network link capacity, processing power
of routing, switching, and transmission equipment, and
service node system processing power (e.g., Remote
Access Server (RAS), VoIP Gateway, and Gatekeeper).
The resource monitoring server's main functionality is
to monitor and analyze utilization of these resources.
It has four distinct components, as depicted in (Figure
3) © a resource monitoring client, a resource monitoring
manager, a resource monitoring agent, and inter—server
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communication module. The resource monitoring man-
ager further consists of topology generator, traffic
collector, traffic analyzer, domain specific flow analyzer,
and SNMP manager/polling engine. It is a centralized
manager used to manage a set of DiffServ and MPLS
routers and to provide management interfaces to a set
of resource monitoring clients. Its main role is to per-
form domain and flow management and flow-based
performance measurement. The resource monitoring
client is a user interface to control domain and flows
to manage and to present the analyzed performance
results received from the resource monitoring server.
The resource monitoring agent resides in the network
element to collect flow-based performance metric via
various MIBs. Inter-server communication module is

used to interact with other servers in the system.

[ Gul
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(Figure 3) Architecture of the Resource Monitoring
Server

(Figure 3) shows the architecture of the resource
monitoring server. Its main features are described
below :

® Intra-domain network topology (layer 3 physical
view) construction.

® Domain creation : DiffServ or MPLS domain cre-
ation. Network manager who knows its own man-
aged network can group a set of network elements
into a particular domain to meet a specific require-
ment, During the creation, the network manager
assigns the role of each network elements within
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the boundary of the domain. For example, edge in-
gress/egress of DiffServ domain or core Level
Switch Router (LSR) of MPLS domain, etc.

e Flow creation : flow(s) can be created when a
particular service policy is enforced, for example,
VPN setup request is received from a policy serv-
er. Depends on the type of underlying networks,
the flow can be DiffServ flow or MPLS LSP.
Flows are very important unit of management in
this system because it is the basic unit of perfor-
mance measurement and billing. The created flow
information is stored in a flow table in a global

database so that other servers can share it.

Network performance data collection and analysis
such as end-to-end flow utilization, packet drop
rates and the number of drops on a DiffServ ag-
gregated flow or an MPLS LSP. Resource mon-
itoring manager collects raw performance data
from DiffServ MIB, MPLS traffic engineering MIB,
and MIB II via SNMP protocol and summarize all
the data to provide the aggregated performance
metrics. Active measurement method is going to
be used to provide true end-to—end performance

metrics for flows as well.

Network elements fault detection.

Translation of performance data into a common
form to share with other servers such as the rout-

ing server and the policy server.

4.4 Routing Advisor for Traffic Engineering (RATE)

Automated QoS policy provisioning and monitoring
is very important to provide QoS support. Yet, they are
not sufficient to support an end-to-end QoS guarantee.
Traffic engineering based on the optimal routing de-
cisions in the network infrastructure is the essential
functionality to achieve full-featured end-to-end QoS
guarantee, Thus, three servers should work in harmony
for this ultimate goal. RATE's major functions are iden-
tifying routing topology, monitoring routing behavior,
and issuing advanced routing decisions for traffic en-
gineering in an intra-domain network especially at the
core with lots of composite transit traffics. RATE con-

sists of GUI, control & decision engine, adaptation layer,
various communication modules, and inter-server com-
munication module. Like other two servers, this server
is based-on three-tier architecture. The detailed func-
tionalities of this server are described below.

GUI
*
]
* Inter-Server g
C i ion M
......... ’
Decision Control Module
Engine Engine
DB
‘ Adaptation Layer
AAAAAA =g x L AT
e ¥ ""x “"'"----u*
BGP SNMP COPS Automated
Module Module Module Configuration
Module

(Figure 4) Architecture of RATE

(Figure 4) illustrates the architecture of RATE. Its
main features are listed as follows

® Gathering lots of routing information via SNMP
and BGP peering ; RATE takes participate in the
BGP operation as a BGP route reflector [31] itself.
This method enables RATE to monitor and control
inter-domain routing behavior more efficiently and
seamlessly, since RATE can filter and modify BGP
route updates directly, and even issue some new
route updates on purpose.

® Creation of integrated routing information DB and
its management. It performs synthesis and anal-
ysis of the raw routing data collected via various
means, such as BGP peering and MIB variable
fetching from OSPF MIB, BGP MIB, and MIB-1I
routing data, etc., to achieve optimally engineered
traffic condition.

® Detection of any routing behavior changes and
notifies to other servers to act on the updates.

e Explicit routing path selection. When the under-
lying network supports explicit route signaling
capability such as MPLS, RATE can find the op-
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timal path based on the given user’s QoS require-
ments and current routing behavior which are col-
lected by a resource monitoring server and RATE
itself.

® Load balancing for equilibrium. RATE detects the
congestion status in the target network and per-
forms necessary controls such as changing the
routing metrics, aggregation or segregation of
inter-domain route updates, and so forth.

® Suggesting optimal routing metrics by massive
simulations. Off-line simulation capability which
is equipped in the Decision Engine module of
RATE can provide several simulation results which

can be used for long-term traffic engineering.

45 LDAP Directory Server and Relational Database
System

As mentioned in the requirements and the system
design decision sections, we use two types of informa-
tion repository systems : a LDAPv3 directory server
and a relational database system. Both of them are crit-
ical system components to provide platform indepen-
dent, scalable, user-friendly, efficient, and interoperable
QoS management functionality within and across (an)
administration IP network domain(s). Large portion of

server communications is performed over this common
repository. LDAP directory stores fairly static informa-
tion such as policy rules. Any other information that
requires frequent updates are stored in a relational data-
base.

We defined a number of tables to be shared among
servers. Some of them are global and others are server
specific tables. We categorized six groups to represent
the all the managed information : router, interface,
routing, flow, layer3 link and domain. Each group has
global and server specific tables. There are 5 global
tables : GlobalRouterTable, GloballnterfaceTable, Global
RoutingTable, GlobalFlowTable, and Layer3Link Table.
Resource monitoring server and RATE fill in the con-
tents periodically. Router group has server specific ta-
bles : RMSRouterTable, OSPFRouterTable, BGPRouter
Table, and GUIRouterTable. Interface group’s server
specific tables are OSPFInterfaceTable, DiffServinter-
faceTable, and PSInterfaceTable. Flow group has Diff
ServFlowTable and MPLSFlowTable. Finally, domain
group has DiffServDomainTable, PolicyDomainTable,
and OSPFSubGroupTable. (Figure 5) shows Global
RoutingTable as an example. It contains information
collected from RMS and RATE and main user of this
table is GUI to present router information to the human

Field Name Field Type Field Constraint Field Description

routerld . serial :Et;iﬁ::;yer}éew' globally unique id of this router
snmpVersion varchar(5) supported SNMP version
noflntf int2 number of interfaces that this router has
routingProtocol int2 OSPF, BGP, etc. (predefined numerical value)
community varchar(30) SNMP community
controlPortIpAddress varchar(15) gg’?‘u;}ULL IP address of control port
contro{PortName varchar(50) Unique hostname corresponding to the controlPortlpAddress
sysDescr varchar(100)
sysObjectid varchar(50)
sysUpTime varchar(50) in “mmddhhmmss” form .

fields imported
sysContact varchar(100) from system MIB
sysName varchar(50) Unique ’
sysLocation varchar(100)
sysServices int4
ospfRouterld varchar(15) Unique, NULL for the sake of OSPF module
bgpRouterld varchar(15) Unique, NULL for the sake of BGP module

(Figure 5) Global Routing Table
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network manager.

46 Inter-Server Communication Module

Information stored in a relational database can be
shared among three servers but its not enough for full
server interactions. Servers need to exchange messages
to perform certain actions that require more than one
server involvement. For example, when RATE found
a route changes in the target network. It has to notify
a Policy Server to modify the enforced policy rules into
updated route and remove the rules from the existing
route. There are numerous inter-server interactions
possible among four servers : GUI server, Policy server,
RMS, and RATE. We use CORBA for these interactions
and defined IDL interfaces and information objects to
be exchanged. Some of the interfaces, for example, are
AutoDiscoveryStart(), DiffServDomainCreate(), Flow
Create(), DBFilllnReq(), RouteChangeNotify(), NewRout-
erAdded(), etc. Also, for inter-domain SLA signaling,
we are defining IDL interfaces and information objects
to represent SLA. Active research is still going on this
area by several consortiums such as Qbone BB Advi-
sory board and TEQUILA project [32]. They try to
come up with standard interfaces and information object
to promote interoperability. We try to actively follow
these activities to align with standard approach.

5. Prototype Implementation

We are currently implementing our system based on
the proposed architecture. We are in the second phase
of the development. The prototype completed in the first
phase (in 1999) realized a subset of policy server func-
tionality targeted for intra~domain QoS policy provi-
sioning and a resource monitoring server based on a
web-hased SNMP manager and an agent with DiffServ
MIB [33].

GUI has a two-tier architecture : GUI client and GUI
server. GUI client can be either a standalone java ap-
plication or java applet embedded in the web page. GUIL
server runs in a background and communicates with

other server modules and repository servers via various

protocols such as LDAP, SQL, and CORBA. It exports
XML-based menu to clients so that dynamic menu
update is possible. Communication between GUI client
and server uses RMI protocol [34]. JDK 1.3 is used to
build GUI client and server. It has topology manager
which displays L3 physical topology view, BGP &
OSFP topology view, DiffServ domain topology view,
and Policy domain topology view. Human network
managers can use these user-friendly views to check
the current status of the network, performance metrics,
fault status, etc and to help making right QoS policy
decisions. Figure 6 shows the snapshot of our GUL It
shows the layer 3 topology view of our testbed.

i Door
i} D osrr
B Dres

[} Paticy Damain

8 [ ot3ev Dowmin

(Figure 6) A Snapshot of GUI

The policy server has been implemented in Linux
environment. It consists of three modules. A java-
based GUI, a policy management module to create, edit,
modify, and store QoS policies, and a policy decision
point (PDP) module to retrieve policies from the LDAP
directory and translates them into PIB for enforcement
to policy target elements. COPS-based policy target has
been implemented in Linux and FreeBSD-based PC
routers. Since the Cisco7505 and Juniper M5 [35] router
did not support COPS agent functionality at the time
of our development, we implemented a Linux PC-based
proxy policy agent. PDP module talks to target routers
via COPS-PR protocol. This proxy agent communicates



with the Cisco router by using expect telnet scripts [36]
and controls Cisco's class-based priority queuing. Cur-
rently, we are upgrading it to be capable of providing
DiffServ service based on its class based weighted fair
queuing per ATM VCs.

The resource monitoring server that includes an
SNMP manager for the DiffServ MIB has been imple-
mented in Linux environment and we have added an
SNMP agent for the DiffServ MIB in each router. A
java-based management interface which is a part of our
integrated GUI is implemented for delivering various
management services to users very conveniently. A Diff
Serv agent is an SNMP agent with MIB II and DiffServ
MIB running on the Linux DiffServ router. Basically the
agent extracts DiffServ parameters from the Linux
traffic control kernel. The organization of our Linux
DiffServ router implementation is explained in (Figure
7). There are two process spaces in the Linux operating
system, the user space and the kernel space. Extending
from Linux traffic control framework, the Linux
DiffServ implementation resides in the kernel space. In
the user space, the DiffServ SNMP agent is implement-
ed, combined with the Linux traffic control program.
Communication between the DiffServ agent and the
Linux traffic control kernel is effected via NetLink
sockets [37]. The NetLink socket is a socket-type
bidirectional communication link located between kernel
space and user space. It transfers information between
them.

User Space
A
PHE Scn'ﬁs
| Tratfic Control (1c)

Linux Tratfic Controller L}l

Kernel Space (Linux 2.2.10)

(Figure 7) Organization of Linux DiffServ Router
Implementation

The agent has been implemented by using UCD

T2 01715 IP ol SBEME] M-l Al 2 78 3647

SNMP agent extension package [38). UCD SNMP 4.1.2
provided the agent development environment. The
DiffServ agent uses the traffic control program (tc) or
NetLink socket directly for accessing DiffServ param-
eters in kernel space and manipulates the values of MIB
II and DiffServ MIB.

RATE is under development in Linux environment.
We will soon finish the functionality of collecting and
analyzing routing behavior data via BGP reflector and
SNMP. Optimal explicit route path calculation and route
control for load balancing functions will be added in the
near future.

For policy repository, we are using IBM's Secureway
LDAP server [39] which is running in Windows NT4.0.
All the common information to be shared between
servers is stored in a PostgreSQL database of version
7.0.2 [40].

(Figure 8) shows our testbed configuration. The
testbed is built in the lab environment that simulates
a real next generation Internet. It is made of four ASs
and each represents DiffServ domain except AS#4.
AS#1, which is the biggest one, represents a transit core
domain, and runs OSPF over IP/ATM within the
domain. It has 11 routers : 1 Cisco 7505, 1 Juniper M5,
4 FreeBSD-hased routers, and 5 Linux-based routers.
There are two stub domains one with a number of client
hosts and another with a number of servers to test
various applications and services. EBGP and IBGP
connections and physical connections between them are
illustrated in detail. We are experimenting a number of
scenarios. Provisioning of DiffServ flows into our

AS #1 (DS Domaln, B6P, OSIF)

Transit

e

W BIGE Peering]
P KD Peering

(Figure 8) Our Testbed Configuration
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testbed using our system, monitoring of the provisioned
flow performance metrics, monitoring routing behaviors

are some of them.

6. Conclusion and Future Work

In this paper, we explained our research and devel-
opment efforts to support seamless end-to-end QoS
management. It described the design requirements, con-
siderations and decisions, and our system architecture.
Detailed features of the system components were ex-
plained to meet the design requirements. We also de-
scribed our prototype implementation.

Currently we are at the second phase of research and
development. It still requires significant additional work.
It currently provides functionality such as intra-domain
policy-based QoS service provisioning, DiffServ flow
monitoring, routing behavior monitoring and analysis.
During prototyping phase, we made some modifications
for inter-server communications(ISCs) for fast proto-
typing. ISCs designed to use CORBA & SQL but the
current prototype is built based on socket-based TCP
message communications. This module will be even-
tually replaced by the CORBA-based ISC when the
system matures. Also current version’s policy server is
implemented to handle multiple clients based-on proc~
ess—forking mechanism. But, in reality, typical ISPs
have several-hundred routers and, thus, the number of
possible simultaneous connections between the policy
server and policy targets can be fairly large. To deal
with this issue, we are considering prethreaded policy
server implementation.

Inter-domain QoS policy provisioning and perfor-
mance monitoring functionality need to be implemented.
Intra-domain traffic engineering mechanism has been
added that utilizes the optimal routing decisions and
control mechanisms for various underlying network
switching and transmission technology. Those works
are underway currently and will be incorporated in the
next version of the paper. Integration of MPLS and
WDM network management into our implementation is

another next big step to follow. It is very important to
provide easy-to-use, consistent, integrated, and scal-
able QoS management solution to next generation IP
networks, most likely equipped with optical backbone
with intelligent control functionality, MPLS network,
and network with various routers ranging from low-
end routers to ultra high-speed new next generation
routers.

Finally, a performance evaluation of our system is
being considered. As the size of the target network
becomes bigger, our system has to deal with a huge
amount of traffic and should be scalable. Also the
control data generated by the system shouldn’t affect
the underlying target network’s performance. We need
to conduct network performance evaluation based on
both simulations and real network traffic analysis by
applying various test traffics for this reason. Our sys-
tem supposed to handle a large size of routing table and
other performance related data. Current prototype col—
lects these information from our testbed and some of
the routers have several thousands routing table entries.
It takes 5-10 minutes to collect and analyze them mainly
due to heavy DB operations. Real ISP routers typically
handle more than 60,000 routing table entries, which is
more than 10 times of our testbed size. To make our
system to scale to accommodate the real ISP networks,
we are currently considering testing it with real time
DB and trying to enhance algorithms for collection and
analysis. These performance evaluation results will be

reported in the future version of our paper.
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