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ABSTRACT

There have been studied on building various application systems related to image. However, low image processing speed in many systems
previously developed has been the problem. We have investigated a parallel processing system for improving the processing speed and applied
to many related applications. In this paper, we address parallel processing system designed as hardware for meeting the demand on image applications
to be processed in real time. And, facial recognition system was selected and attempted using the proposed system in order to verify its performance.
The parallel processing system is similar to a combined architecture of SIMD with MIMD. Since this combined architecture has flexibility and
efficiency, it should be applied to many related image applications. The parallel processing system proposed consisted of 144 processing elements,
and 12 multi-access memory systems, and two interface modules ; one is for an external processing unit, Intel%0Kx processor, the other for
external memory modules. The multi-access memory system we introduced is made up of a memory module selection module, a data routing
module, and an address calculation and routing module. In order to verify the system, we developed a parallel algorithm for the facial image
recognition using the mesh feature. The algorithm consists of a preprocessing to extract feature regions, normalizing the final feature region,
extracting 4 feature vectors from the previous feature regions and the normalized region, and a classification. This algorithm was performed
on the system. The system and all processing procedures of the algorithm on it were simulated and evaluated by the CADENCE Verilog-XL
hardware simulation package.

FI9S : SMID. MIMD, Parallel Processing System, Facial Recognition

1. Introduction is crucial to design processor architectures, that meet the

computing requirements of the various media type, and the

Multimedia processing is becoming increasingly im-
portant because of the wide variety of application. Each
media in a multimedia environment requires different
processes, techniques, algorithms and hardware. Hence, it
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conveniént data structures for a given class of applications
implemented at the hardware [1, 2].

In recent years many researchers have been interested in
various image applications. One of them is the facial image
recognition. Up to date the investigations were focused on
the automatic recognition and identification of the human
faces, including the facial expression analysis [3, 41. Although
tremendous amount of work was done in building systems



10 FENoES=8X Rs-AT 132 (2001.3)

for facial.image recognition, there have been many dif-
ficulties to process the developed system in real time. One
of them is in low image processing speed. In order to speed
up the recognition of a facial image an attached special
purpose SIMD (Single Instruction Multiple Data stream)
processor which can communicate with a host computer via
a fast PCI (Peripheral Component Interconnect) local bus
system is required.

We have been studied and developed a parallel pro-
cessing system to improve image processing speed. Gen-
erally it is similar to a combined architecture of an SIMD
with an MIMD (Multiple Instruction Multiple Data stream).
The parallel processing system consists of a processing unit ;
a local memory which stores instructions and common data ;
N processing elements which are instructed to be operated
synchronously by the processing unit ; and a multi-access
memory system which provides data to the N processing
elements simultaneously.

Several authors considered multi-access memory systems
[5-9]. In particular, Parks and Harper [9] proposed a memory
system for the SIMD construction of a Gaussian pyramid,
where the number of processing elements of the SIMD
processor and the number of memory modules of the
memory system are 2" and 2" +1, respectively. The memory
system provides a simultaneous access to 2° data elements
whose access types are block, row, or column, where the
interval of the block and the column is 1 and the interval
of the row is of power of two.

In this paper, we propose a parallel processing system
involving a multi-access memory system for a simulta-
neous access to the data elements within a row with a
constant interval. It then suggests a parallel algorithm for
facial image recognition to be applied to the system. The
algorithm consists of a preprocessing and extracting feature
region, normalizing feature regions, extracting 4 feature
vectors from the previous feature regions and the normalized
feature region with binary image, and a classification.

This paper is organized as follows. Section 2 addresses
a multi-access memory system. A parallel processing
system and a parallel algorithm for facial image recognition
are detailed in Section 3 and Section 4, respectively. Section
5 presents experimental results and a simulation of the
parallel processing system performed by using a hardware
simulation package CADENCE Verilog-XL is demonstrated.
Finally, we conclude this paper in Section 6 followed by the
references.

The memory system consists of a memory module se-
lection circuitry, a data routing circuitry for write, an address
and a routing circuitry, (sg+1)memory modules, and a data
routing circuitry for read. In order to distribute the data
elements of the Mx N array I(*,+) among m memory mod-
ules, a memory module assignment function must place in
distirict memory modules the array elements- that are to be
accessed simultaneously. Also, an address assignment, func-:
tion must allocate different addresses to array elements
assigned to the same memory module.

2.1 Memory Module Assighment Function

A memory module assignment function, which
determines the index of memory module of an element, is
i, 7) = (ig+ i)} /m. Here the notation x//y is used to de-
nate the non-negative remainder that results from the
integer division of x by y.

2.2 Address Assignment Function

The address assignment function which determines the
atldress of an element within a'memory module is a(i,7)=
(i.7)xS+j/q , where S is any integer satisfying s> [ X}
X Nf2¢ and SxM/2¢<c . c is the capacity of each memory
module.

2.3 Address Calculating Circuit

This section discusses the address calculating circuit that
computes pg addresses of a row with a constant interval
r. The differences of pg addresses of pg the data elements
within a row with a constant interval » from the base
address, a(i,7), are

AROW (i, i, r,a)=a(i,jt+ar)—ali,j),
=(jllqg+anlq, 0=<alpq. (1)

The address calculating circuit computes m addresses by
using the m adders provided that the base address a(i, /)
and the address differences are supplied to input A and B
of the m adders, respectively.

24 Address and Data Routing

The address routing circuit receives m addresses from
the register Al in the address calculating circuit and moves
the m addresses to the m memory modules through the
register A2. The index numbers of the memory modules for



the m addresses are represented as follows for the different
access patterns, where the interval »> 0 and »//m=+0 :

INROW (i,j, V)= (p(i, i)+ b}/ /m, 0< b<pg—1. 2)

The address difference of the row of the p#th module
ADROW (1) is obtained from (1) and (2) :

ADROW (1) = (il g+ ((u—ig— )< 7 [/m)xn)/q,
0< u<{pg. 3

By substituting («+ #(0))/ /m(=((u—ig—7)y=<7r[/
m+(ig +7)//m)//m instead of ¢ into (3), we get the
address differences in ascending order of memory modules
from x(0) as follows :

ADROW (u+pu(0)//m)=(i/[q+(({p—iqg—7)x»"{]
m+(ig+7) /m)Im)xr)fa,
0<u{pg, where rx r'=1//m. 4

For routing the calculated addresses to the memory
modules, it is required for the address differences stored in
the address difference memory module to be rotated by the
index number of the memory module in the first data
element. Prearranging and storing the address differences
in the address difference memory module make the address
routing circuitry inexpensive and simple to control. The role
of the date routing circuit is to align data elements read from
or to the memory modules. After aligning the data elements
as follows, right-rotation is performed by (i, 7) times in
order for the index numbers of the memory modules of those
data elements to be in the ascending order : D2((kr)//,

m<—D1(k) 0< k< pg—1, where Dl and D? registers are the
date register and a temporary register, respectively. For the
READ operations, the routing patterns are reversed.

2.5 Memory Module Selection

The memory module selection circuit enables pg memory
modules whose index numbers are represented in (4).

Three ROM are needed in implementation of the multi-
access memory system. One ROM is for storing results of
the memory module selection functions because it takes a
higher space complexity on the device. The others are for
synchronizing three modules. In order to obtain valid
addresses to each memory modules, the time complexity of
address calculation and routing module is higher than other
two modules. One of two is for basic addresses to each
memory module and the other for a(i, /) in the equation (1).
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3. Paralied Processing System

If an algorithm consists of a lot of identical operation on
different image points, an SIMD architecture in which N
processing elements are instructed to be operated synchro-
nously under the control of one processing unit is adequate
for the algorithm. If an algorithm needs to access data in
any direction with an interval corresponding to the length
of between data, a multi-access memory system, which
provides simultaneous access to N data elements with access
types, is adequate for the algorithm. The type may be a
block, a row or a column with some intervals. These
properties are involved in some image processing algorithm
or some parts of an algorithm.

Sometimes, SIMD architecture can have a side effect to
work some image processing algorithms because a lot of the
algorithm or parts of it do not enough to satisfy parallel
properties. Thus, these take the lower degree of parallelism.
In order to solve it, the parallel processing system has to
be exchanged MIMD architecture and SIMD architecture
during the processing. In this case, a processor unit asserts
the mode register in each processing element. In MIMD
mode, each processing element works as the same as a
stand-alone processor and directly access to memory modules
not going through a multi~access memory system.

Local
[ PCI Server ] 1 Unisli I I Memory
ToopFrem 11
Host Computer | |, Interfaced EIEN
§ Y
® @ O |rRI43
External
l Interfacel l
Memory
[t 5 St T | = § S Modul
[l Addrevus
i Mempry Medule Data Routmz
1| Selection Circuitey Ciscuitsy Calculating &
!
i
i

(Figure 1) The block diagram of parallel processing system

A parallel processing system with consists of a processing
unit that is Intel960Kx processor, a local memory, external
memory modules, 144 processing elements, 2 interface
modules, and 12 multi~access memory systems is represented
in (Figure 1). The processing unit fetches and decodes an
instruction in a local memory in which lists of instructions
for an algorithm are stored. And not only synchronously
issues data or an instruction to processing elements but also
controls processing elements. A processing element can
execute basic instructions as same as ones of a basic
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computer, which are introduced in {10}, Registers in a
processing element have 8 bits and each processing element
has 16 registers ; 4 special registers, 9 general registers for
MIMD mode, and 3 general registers for SIMD mode. Special
registers are used to enable/disable a processing element to
be operated and to indicate the state of a processing element
to a processing unit. The state register and the wait register
are needed a processor unit to synchronize processing
elements in MIMD mode because each other instruction to
be doing in processing elements has its own processing
times. Two interfaces are needed to control data routing
according to mode specified. Interface0 module is of
arbitration modules to control signals between prdcessing
unit and processing elements. This module consists of 12
general registers, 3 special register, and submodules for
arbitration. Interfacel module is of switching modules, which
is comprised of MUX-based combinational circuits to
support memory access operations according to a specific
mode.

The parallel processing systemn we designed provides
logically two dimensional addressing mode which is used
in (rc)-based image domain. Therefore, as previously
mentioned, most of image processing in spatial domain is
done with enough processing power in the parallel pro-
cessing system.

4. Parallel Algorithm for Facial Image Recognition

To verify the performance of the proposed parallel
processing system, specific applications to the system are
investigated. One of them is to recognize facial images,
which was the application attempted using the proposed the
system. The algorithm for facial image recoghition that we
proposed consists of a preprocessing and extracting feature
region, normalizing feature regions, extracting 4 feature
vectors from the previous feature regions and the normalized
feature region with binary image, and a classification. The
details are as follows.

4.1 Extraction of Feature Region

Facial images to be processed are allowed to have some
limitations. Those remained in gray level without a
background, those looking forward without glasses, and the
part of facial components was not to be covered by the hair.
In the preprocessing step hair on the face scanned was
eliminated using histogram method. This method helps to

distinguish between hair color and face color. The next step
is to extract the: region involved eyes, nose, and mouth
whose we interested. In order to extract the region of
interest, a small region containing eves was first detected
using the histogram of the gray intensity of an image after
Sobel edge operation. Using Sobel edge operator a contour
and outlines of facial components are detected and location

of eyes are found by both vertical and horizontal histogram.

Based on the length between outsides of eyes, the region
containing eyes, nose, and mouth was extracted. In the
knowledge base, the height of the region that includes nose
and mouth is not greater than one and half of the length
in the general. The final feature region we concerned is
established by the methods that the former region was
equalized and binarized using a combined technique of P_title
global binarization with local window based method. Thus,
The final region is of a binary image, From the region, the

first feature f,=—£—,whereismemmand h is the height

of the feature region, was yielded.

4.2 Normalization

We nommalized the final feature region to compare the
same facial images with different sizes. Size normalization
is a transformation of image of arbitrary size (21 xx2) into
an image of fixed pre-specified size (for example, 48x48)
which results in dimensional changes by factors of 48/x1
and 48/x2. This process is a crucial preprocess to obscure
scale variation of facial images presented to a recognizer.

4.3 Bxtraction of Feature Veciors

The normalized region yielded 3 feature matrices as
features and itself became the fourth feature, 0< i, j<48.
Each matrix element, which is the second feature, was
calculated for each 3x3 mesh of the normalized region,

fo=L{ij)= g gh(k,l), 0<i,j<16. This is process-

ed by horizontal access type with interval 3 and 12 in the
multi-access memory system. The third feature was

calculated using 6x6 mesh, f3=Li.i)= 3, B Ak.D),
0=<1,j<8, by horizontal access type with interval 2 and 6.
44 Clagsification

Four feature vectors are sequentially compared to those
of facial image stored in database using equation of which



form is d;=|fi—f1, 1<i<4, where £; is the th feature of

some facial image in database. The order of comparison is
£, 13, f», and £, with each limitation value /. If d; is came
within /; percents of total compared images, it becomes the
candidate facial image in next comparison because it is the
most similar facial image. All comparisons need a horizontal
access type with interval 1.

5. Experiments and Simulation

To implement the parallel processing system involving the
multi-access memory system as previously presented for
facial image recognition, some parameters should be defined
by values based on the algorithm of facial image recognition.
These values for parameters are in an application specific
and system design specific. These parameters and values
are in <Table 1>.

After deciding system parameters, the considerable design
issue is the data and addresses routing path. This routing
path is affected by the first 5 parameters in <Table 1>. The

block diagram for the routing circuitry is depicted in (Figure 2).

(Table 1> Parameters and Values for the parallel processing
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processing element and shown as <Table 2>. With the
general point of view, we thank about additional instructions
to the lists because other applications will be carried out on
the system. Additional instructions were established from
a lot of methods for image processing being used for a long
time. Therefore, some image applications satisfied to these
instruction lists can be carried out on this system.
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(Figure 2) In case of interval 3, block diagram of the routing
circuitry

One hundred image scans were randomly acquired from
an alumni album. 4 features extracted from each acquired
image are stored in database. Database is not of commercial
one and is just file systems stored features sequentially. For
the test, 53 out of 100 images were randomly selected and
their size reduced to four- ninth of the original image. The
results were shown:in <Table 3>.

(Table 3) The results of facial recognition

system
Parameter Value Description
M 144 Size of the row
N 54 Size of the column
Interval 1,2 3 6 12 Intervals
P 4 Basic parameter
Q 3 Basic parameter
S 18 Basic parameter.for address
calculation
data bus 6 Bandwidth of data bus
No. of ports 72 No. of PEs x data bus
No. ;ﬁd"ugsmry 13 No. of memory modules
No. of PEs 12 No. of PE x No. of PEs = 144

(Table 2) Lists of Primitive instruction for facial image

The first | The second .
order order Failure Total
No. of images 47 5 1 53
Rate (%) 886 96 18 100

recognition
r, Ctol A Inc, Xor, Condl, Cond2,
s Cl - R, RtoR, Add, Dec, Inc, Xor, d
, PeClr, PeRtoT, PeCtoR, Pelnc, PeAdd, PeCmp,
Processing | pecondl, PeCond2
Others Mask, Halt, CutoPe, Read, Write

Basic instructions for the algorithm are listed to design
a processing element because the role of processing element
is likely to a processor. To do so, the facial recognition
algorithm was analyzed and decomposed to detail instruc-
tions. Then, lists of instructions are classified to design a

In <Table 3>, one failure is the result that reducing image
size is cause to blur the image. This blurred image is the
facial image that eyes in it attached to eye bowls and eye
bowls to hair. Therefore, the algorithm we designed was not
detected the region of interest included eyes.

A simulation of the parallel processing system is
performed by using CADENCE Verilog-XL and the wave
form obtained by the simulation is illustrated in (Figure 4).

In (Figure 4), c_state signals are to control the state of
processing elements, and present which instructions are
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currently running in processing elements. Other control
signals are oe_, sel, and, we_ to control external memory
modules. One of them, sel_ signal, is generated by multi-
access memory system, others by processing elements. Dm
0~4 are of data lines between Interfacel module and
external memory modules. In (Figure 4-a), two processing
elements are running arithmetic operations, which are
addition and increment, and others WRITE operations with
different addresses. Four processing elements are running
addition after read data elements, READ operation, which are
depicted in (Figure 4-b).
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(Figure 4) Wave forms obtained through the simulation :
in cases of MIMD and SIMD

On the result of simulation, we compared serial pro-
cessing with parallel one as following :

Tss= Tsr+ (Tssl + Tss2+ Tss3 + Tss4) <53
== T+ 858997 50ns,

Tps= T+ Tpsl + Tps2+ Tos3+ Tpsd x5+ Tpeix2
= T+1385720ns

where Tss is the total processing time of the serial facial
recognition, Ts is the total processing time of the parallel
one, and T is the preprocessing time processed on. the host.
The results showed that the parallel processing was about
619 times faster than the serial processing, where the
number of PE's was 144.

6. Conclusions and Discussion

The demands for processing multimedia data in re-
al-time using unified and scalable architecture are ever
increasing with the proliferation of muitimedia applications.
We presented a parallel processing system to achieve the
demands for speedups and applied to the facial image re-
cognition, which was recognized time-consuming works. It

was confirmed that the system had been able to support
enough scalability to the applications and improved their
processing speed in real-time processing. If large number
of PE is equipped with the system, it can be speculated that
the speedup performance be pushed up to the limitation
predicted by Amdahl’s Law.

Although the comparison values previously mentioned
were obtained through simulations and speedup perfor-
mances during the application on the system were achieved,
it was just estimated values because the proposed system
has not yet been manufactured into a circuit board.

Unfortunately, some problems occurred in transferring a
lot of data elements from the host to the system and vise
versa during processing the application on the system. That
is, the time for transferring data allocated more than the
processing time. To solve this, the bus bandwidth needs to
be improved on the system side and new specific methods
to the system be developed on the method side.
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