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Cone Surface Classification and Threshold Value Selection
for Description of Complex Objects

Dong Uk Cho'- Ji Yeong Kim' - Young Lae Bae'''- 1l Seok Ko'''

ABSTRACT

In this paper, the 3-D shape description for the objects with the cone ridge and valley surfaces, and the corresponding threshold value
selection for surface classification are considered. The existing method based on the mean and Gaussian curvatures(H and K) of differential
geometries cannot properly describe cone primitives, which are some of the most common objects in the real world. Also the existing method
for surface classification based on the sign values of H and K has problems in practical applications. For this, cone surface shapes are classified :
cone ridges and cone valleys are derived from surfaces using the fact that H values are constant in case of cylinder surfaces and variable for
cone surfaces, respectively. Also threshold value selection for surface classification from a statistical point of view is proposed. The effectiveness
of the proposed methods are verified through experiments.

FINE : 0|¥ 718 (Differential Geometry), H{Curvature), YHxl(Threshold)

1. Introduction

ranging[7, 8] also known as shape from X, and 3-D object

Recent research on computer vision has been focused
more on practical commercial applications than on the
theoretical side of the problem[1-5], [12-14]. Even though
2-D image processing techniques have been widely used
in real world applications, still more work needs to be done
on the 3-D computer vision for better accuracy and pre-
cision needed in practical industrial applications. Currently
the 3-D computer vision problem is approached by three
ways, i.e., active ranging[6] to acquire range data, passive
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description and recognition process from acquired range
data. Now, range data are used in many industrial
applications including vehicle collision avoidance systems
and numerous reasonably priced commercial products.
However, the 3-D objects description requires more work
to be done. The most widely applied methods for this
problem now are 4 and 8-primitive methods using H and
K curvatures of differential geometry{9]-[11]. The 4-prim-
itive method is based on the fact that about 85 percent of
the ordinary objects belong to these primitives, but the
method is not applicable for the rest of the objects. The
other method using 8 primitives describes objects more
accurately. However this method fails in describing the
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cone surface objects which are very prevalent in everyday
life.In the 8-primitive surface classification, using the sign
values of H and K curvatures is logical, but the problem
is to find an appropriate method to determine the sign
values of H and K surfaces for the practical range data
applications. Here we propose a method of selecting
appropriate threshold values in H and K curvatures of
differential geometry, which lead to a new technique in
effective description of cone surfaces. Finally, the
experiments are performed to prove the effectiveness of the

proposed methods.

2. Surface Classification Using H, K Sign Values of
Differential Geometry

Three-dimensional surface classification using H, K sign
values of differential geometry is as follows :

Usually a surface, S(x, y, 2) in 3-dimensional coordinate
can be represented using the defined functions d, e, f with

parameters, u and v.
s={(x, v, 2):x=d(u, v),y=elu, v), 2= fu, v)} (1)

Also, a curved surface can be defined using the first basic
function and the second one of surface as follows :
The first basic function is equation (2).

I(w, v, du, dv) = dX - dX =[du dv][ & gl?]
g B

=du’lg]du

(2)

where the elements of the matrix [g] is :
gu=X, X &8n=X, X, gu=X, X,, =g (&)

And the second basic function is equation (4).

(e, v, du, dv) = dy - dy =[du dv][ bu ”12]
b21 bZZ

(4)
=du’[b]du
where the elements of the matrix [g] is :
bu:qu'N, b22=X,,,,-N, b12=Xu,,'N (5)
and
N= X ©
XXX

And a shape operator, 4, can be defined from the
matrices, [g] and [b], in the first and second basic
functions, respectively, as follows :

(Bl =1g'1[4] @)

Then the mean curvature ( /) and Gauss curvature (K )

are as equations (8) and (9).

K = det[ 8] @®
H=1/2tr(8] ©

The surface classification is, then, made using the Gauss

curvature ( K) and the mean curvature ( /{) as in <Table 1>,

{Table 1> Surface classification by the K and H sign values

T i 0 '
- Peak Ridge Saddle Ridge
0 (none) Flat Minimal Surface
+ Pit Valley Saddle Valley

But this method cannot describe the cone surface as can
be seen in <Table 1>. Also the range of the K and H sign
values must be selected when applying practical actual

range data.

3. Representation of Cone Surface

Firstly, to classify the cone surface type, we will prove
the cone surface to belong to the ridge and the valley
surface : The relationship of the principal curvatures, H

curvature and K curvature, is as follows.

H=(k+ k) /2 (810)
K= kl.kZ (11)

The equation of the cone ridge is equation (13).
fl, ) =Z=Vx =y, (x>y) (13)

and

f= (14)

X
R
where R =V x?—3*

Also

2

=y

where S = (x? —3?) %72,
And

fo= 75— (16)



fo= % an
fo= 318)

Also

Fafw— Fo=(—/S)*(—x*/S)—(xy/8)* (19)

= 22y S~ 2y S (20)
=0 1

And
Fat fotFu ot Frufim2ffsfn (22)

=(—3*/8)— (*18) + (= IS G R+ (— */S) +
#(x*/R?) — 2( — xy/ R*)*(xy/ S) (23)
=—{(z*+ Y2)/S+ (Z* = " Y/ (R*S)}, (x> ) <0

Also the equation of cone valley,
fx ) =2Z=—Vxt—3" (x>¥) (24

can be applied using the same method, and can be proved
to belong to valley as H >0, K=0.

Hence, the classification of 10 surface types is now
possible unlike the existing classification of 8 surface types
in the present differential geometry. In another words, the
addition of classification of cone ridge and cone valley
surface types solve the problem of cone surface clas-
sification in the existing differential geometry.

4. Practical Selection of Threshold Values for H, K
Sign Values

4.1 Relation between H and K

To find the relationship between mean and Gaussian
curvatures, the flat surface from the range image is
combined with the Gaussian noise value. Since both
curvatures are of parabola, the linear relationship is
established as the first step.

Then they are represented in terms of minimum and
maximum valu:es ( & and 4,) as shown in equations (27)
and (28).

K=k -k : (25)
H= (ky + ky)/2 (26)
b=H+VH,+ K @n
ky= H-VH,+ K 28

For # and k, be real, K should be negative. Both ex-
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pressions show that 0.00005 is subtracted from K,
which is enough to make the result of the expressions
real since the experimental image depends on the cur-
vature values from the range image.

K = K—0.00005 (29)

To make the left and right densities equal, axis rev-
olution by expression (30) is made to &, and k.

X(; = k2 (31)

X5 and Xs here are mutually independent as their
relation is graphically shown in (Figure. 1).

0077+

(LT

.007425+ 11 1
44

-

3 S6BMEIEYQGNEJDIA3S3
2 23378BEELOOVEIQVRI 74477 33
00715+l1 Ssﬂzﬁmﬂtﬂmtﬁ *YNKBA3231 *
i Z4CEHWESRERERRckEee ¥ THRCB73 1 1 |

—_

.0105 —-. 0075 —. 0045 -. 0015
—-. 008 -. 006 —. 003

- 0]2
X6

(Figure 1) Relation of Xs and Xg

The needed joint probability density function of Xs
and Xs is as follows :

(X5, Xg) = F(Xs ) (Xg)
= aEXP( - {a(X~ B(2na")} P EXP{~(Xe— w/at¥/2]

=a27?) ? EXP[—{(Xs— /02— a(Xs— b)] .

The range of parameter values confined by transform-
ed Xs and Xs is as follows (@>0, >0, ~© <h< >,
0 <pu<oo b<Xs<00, -0 Xs< ),

Y= a(X;—b) (33)
= (X¢—u)/o (34)

Now the joint probability density function of Y and
Z are as follows (0<Y <oo | -0 <Z00),

L 2
AY. 2 =@ Exp[——§—+ y] (3)
42 Extraction of Simultaneous Confidence Interval
The confidence interval for two curvatures is obtained
by getting the interval that the joint probability densities

are equal. When (Z%/ 2 +Y) becomes constant C, then f(Y,
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Z) is constant.

Accordingly the confidence interval becomes the closed
interval between Y =-7*/2+C and Y = 0 where the value
of C is decided as in expression (35). Now the false alarm
value is established to decide the constant C to form the

size of the closed region.
P,(HylH,,Y=0 and Z=0) (36)

The above expression represents 100(1 - @ )% confidence
interval.

To get the value of C is done by fixing the value of and
double integrate f(Y,Z) on Y and Z , so that the value of
the result is 1-«.

PL(Z*/2+ Y)<C, Y>0)}

vac C“ii
=[] Y Davez
37

e e L
=fn fo (2m) * EXP{(=Z*/2+ V(Y. Z)dydz

1 1
—20{20 ? —20/m ? EXP(-0)-1]

¢(t) = 0.54+0.5{1.0—EXP(—2£/n)} (38)
"L .
{(142(z—=3)¢/(37%) °

Here ¥( -)is the standard normal distribution function.
The evaluation of the function ¥( +), expression (37) is
substituted with expression (38). Now, the following
inequality is estabilished, in which by considering the
maximum value of C to 0, practical surface classification
is possible. The method shown above, make the practical
classification of the surfaces possible by automatically
computing the C values satifying the expression (39).
Previously the classication is done by manually setting the
threshold values in relation to physically verifying the
images and the classification results.

1
{LO-EXP(~4C/)(1+8(=3)C/Gm)} (59

-(—%) " EXP(— O)<(1—a)

5. Experimentation and Consideration

The experiments in this paper are performed using C
language on IBM-PC. Firstly, the experimental results are
given to show the possibility of classification of cone
surface type. (Figure 2) and (Figure 7) are the graphical
processing results of range data for objects of various

surface types. Figs. (Figure 3) and (Figure 8) show the
result of surface classification for Figs. (Figure 2) and
(Figure 7). We can see the surface classification has been
successfully performed on the cone surface. Also the
experimental results of threshold value selection for H, K
values are given in Figs. (Figure 4) ~(Figure 6) and Figs.
(Figure 9)~(Figure 11). Firstly, Figs. (Figure 4) and
(Figure 9) are the input range data, and Figs. (Figure 5)
~(Figure 6), (Figure 10)~(Figure 11) are the results of
surface classification.

It can be seen that there is no difference between the
results in Figs. (Figure 5) and (Figure 6). However, (Figure
5) is the best result manually performed by the ex-
perimenter while observing the intermediate results on the
monitor. (Figure 6) is the automatically processed result
using the proposed method in this paper. This means the
proposed method has considerably better technical virtues
in the context of implementations sake.

Also the surface classification result in (Figure 11) is
considered to have a considerable improvement in the same
context, although the results in both (Figure 10) and
(Figure 11) do not show significantly visible differences.

Future work will seek to address the issues of threshold
values selection of variousimage processing techniques as

well as surface classification.

(Figure 2) Input Range Data (Figure 3) Surface Classification

|

(Figure 4) Input Range Data (Figure 5) Surface Classification
Result(Manually)
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(Figure 6) Surface Classification  (Figure 7) Input Range Data
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(Figure 8) Surface Classification  (Figure 9) Input Range Data
Result

(Figure 10) Surface Classification (Figure 11) Surface Classification
Result(Manually) Result(Proposed Method)

6. Conclusion

This paper opens an easy way in a method for the
classifying the cone ridge surface and cone valley surface.
Also a way to automatically classify the surfaces is pres-
ented.

Further research is to extend the practical threshold
value selection method to the overall image processing and
understanding.

Reference

[1] Y. K. Yang, Collection of Published Paper(Image Process-
ing), ETRI, 2000.

Tot SM2 7128 T HE HHO B2F H AKX ME 301

(2] ETRL, ITS, Nov., 2000.
[3] Workshop on Machine Vision Application, IAPR, 2002
[4] Biometrics Working Group(UK), “Best Practices in Test-
ing and Reporting Performance of Biometric Devices,”
Version 1.0, Jan., 2000.

5] D. U. Cho, “A Survey of Biometric Verification System and
Analysis of Evaluating Performance Methodology,” Conf.
of Korean Contents Association Society,Vol.1, No.1, 2003.

{6] M. Marefat, “Gaze Stabilization in Active Vision,” Journal
of Recognition, Vol.30, No.11, 1997.

[7]1 M. Daum and G. Dudek, “On 3-D Surface Reconstruction
Using Shape from Shadows,” Proc. of CVPR, 1998. '

[8] Y. Iwahori, “Neural Network Based Phometric Stereo
Using Illumination Planning,” Proc. of IJCAL 1997.

[9] Jain, “Invarient Surface Characteristics for Objects of
Various Shapes and Appearance,” CVGIP, 1986.

[10) O’ Neill, Elementary Differential Geometry, Academic
Press, 1997.

{11] Michael Spivak, A Comprehensive Introduction to Dif-
ferential Geometry, Publish or Perish Inc., 2000.

[12] C. Park, Y. Yoon and C. Ko, “Fingerprint Classification
Based on the Entropy of Ridges,” Journal of Korea
Information Processing Society, Vol.10-B, No.5, 2003.

[13] D. Y. Kim, “Virtual Bronchoscopy for Diagnosis of
Trancheo-Bronchial Disease,” Journal of Korea Infor-
mation Processing Society, Vol.10-B, No.5, 2003.

[14] J. Y. Gun, "Development of Assistive S/W for Color Blind
to Electronic Document,” Journal of Korea Information
Processing Society, Vol.10-B, No.5, 2003.

Dong-Uk Cho

e-mail ! ducho@ctech.ackr .

He received the B.Sc and M.Sc and Ph.D
in Electronic engineering from Hanyang
University, Seoul, S.Korea. He was a as-
sistant professor at Dongyang Technical
College, Seoul. Also He was a associate
professor at Seowon University, Chongju, S.Korea. From 2000
he has been at Chungbuk Provincial University of Science &
Technology, S. Korea as a professor of Information & Com-
munications Engineering. He received the Excellent Paper
Awards(Korea Information Processing Society, 2001 and 2004).
Also He received the Academic Awards(Korea Contents
Association, 2002). His current research interest is in image
processing, technical blocking of harmful Internet contents and

applications of image processing.



302 EEMEIEB=2X B M11-B3 M3=(2004.6)

Ji-Yeong Kim
e-mail : jkim@tarleton.edu
He received the LL.B. in jurisprudence
from Korea University, Seoul, S.Korea,
the MBA in MIS, and the MS and Ph.D.
in computer science from the State

University of New York at Binghamton,
Binghamton, NY. He was an assistant professor at Auburn
University, Auburn, AL and the chief scientist at Oriental
Precision Co., Ltd. Laboratories, Seoul, S.Korea. From 1989 to
2003 he was a professor of computer science and engineering
at Seowon University, Chongju, S. Korea. He has been at
Tarleton State University, Killeen, TX. as a professor. His
current research interest is in image processing and software

engineering.

Young-Lae Bae
e-mail : ylbae@ctech.ac.kr
He received the B. Sc degree in marine
physics from Seoul National University,
M.Sc degree in computer sciences from

Hanyang University, Seoul, and Ph. D.

degree in eletronic engineering from Uni-
versity of Kent, England, in 1976, 1986 and 1995, respectively.
During 1976 ~1979 he was a naval officer. From 1980 to 2002
he has been with Computer & Software Research Lab / ETRI,
where he was the leader of the Visual Information Processing
Research Team and National Research Lab. Also he was a part
time professor at Pai Chai University. As a visiting scientist,
he was with the Informatik Institut, Technische Universitat
Munchen, Germany, from 1988 to 1989. He is now a professor
at Chungbuk Provincial Univ. of Science & Technology.
His major research interests include image processing, bio-
metrics, electronic commerce, parallel processing, and pattern
recognition.

He received President’s Excellent Scientist Reward (1985),
Excellent Paper Rewards(Korea Information Processing So-
ciety, 2000 and 2001). Dr. Bae has been a regular member of
the IEEE PAMI, IEEE GRSS, IEE, KITE, KISC, KSRS.

II-Seok Ko
e-mail : isko@ctech.ac.kr
He is a assistant professor in the De-
partment of electronic commerce, Clingbuk
Provincial University of Science and

Technology, Korea. He received his

BE. and ME. degrees in Computer
Engineering from Kyungpook National University, Korea
in 1989 and 1996, respectively, and his MBA degree in
Ansoff Strategic Management from USIU, SD, USA in
2000. Currently he is studying toward the Ph.D. degree in
the Department of Computer Science and Industrial
Engineering, Yonsei University, Korea. His current in-
terests include the area of electronic commerce system,
digital contents copyright protection, security system, and
web caching.



	299: 
	300: 
	301-1: 
	301-2: 
	302-2: 
	302-1: 
	302-3: 


