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Extracting curved text lines using the chain composition and
the expanded grouping method

Nguyen Noi Bai’ - Jin-Seon Yoon™ - Young-Jun Song™ - Nam Kim™ - Yonggi Kim™""

ABSTRACT

In this paper, we present a method to extract the text lines in poorly structured documents. The text lines may have different
orientations, considerably curved shapes, and there are possibly a few wide inter-word gaps in a text line. Those text lines can be found
in posters, blocks of addresses. artistic documents. Our method based on the traditional perceptual grouping but we develop novel solutions
to overcome the problems of insufficient seed points and varied orientations in a single line. In this paper, we assume that text lines
contained some connected components. in which each connected components is a set of black pixels within a letter, or some touched
letters. In our scheme, the connected components closer than an iteratively incremented threshold will make together a chain. Elongate
chains are identified as the sced chains of lines. Then the seed chains are extended to the left and the right regarding the local
orientations. The local orientations will be reevaluated at each side of the chains when it is extended. By this process, all text lines are
finally constructed. The proposed method is good for extraction of the considerably curved text lines from logos and slogans in our
experiment; 98% and 94% for the straight-line extraction and the curved line extraction, respectively.

Key Words : Document image Analysis, Document Image Segmentation, Text Lines Extraction, Curved Text Lines Extraction

1. Introduction recognition to arrange characters in the correct order as
they were written. There are many published works in

Extraction of text lines is a part of off-line text this field during the last decade. In well structured
documents, text lines are straight and parallel, simple

% o] mIe My ST ATe] Ao ool AlTEelS(w A s techniques like projection profile [1], Hough transform [2]
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work in these documents.

There are a few pieces of published work on
extraction of multi-oriented or curved text lines. In
Zahour et al. [3], the documents are split into vertical
strips and projection profiles are sought inside each strip.
These piecewise projections are used to adapt to local
orientations within a more global scheme. Projection
based methods only deal with text lines of moderate
curvature.  Wong et al. proposed the Run-Length
Smoothing Algorithm [4]. Black pixels along horizontal
direction will be smeared if their distance is within a
predefined threshold. Some techniques can be added to
separate wrongly smeared points, such as in Douglas et
al. [5]. This method requires an adequate threshold and
does not work on considerably curved lines. In the work
of Felbach and Tonnies[6], baseline units are detected as
the minima points of the writing. These units are
grouped gradually to form text lines. In this approach,
several parameters must be determined manually
depending on the script size.

To deal with an arbitrarily curved text line, Yan [7]
There,

character pixels are grouped based on the fuzzy c-means

proposed a fuzzy curve-tracing algorithm.
algorithm. Then the cluster centers are connected to form
the initial curve of the text path. Finally, another
clustering process is to make the path smooth. This
method needs to choose the appropriate smoothness
parameter and the author only focused on building a
single text line but not consider the case that two text
lines can be clustered into one. UPal et al. [8] exploited
some specific properties of Indian scripts to extract text
lines from Indian artistic documents. This approach is
only applied for Indian documents. Goto and Asu [9]
proposed a local linearity method, in which they firstly
split the document image into some small sub-regions.
Next, local orentation 1is estimated within each
sub-region. Finally, they extend local orientations of the
sub-regions to extract the text lines. But the main
limitation of this method is that it is unable to handle
variable size characters.

In the class of grouping methods, Likoforman-Sulem
and Faure have developed an iterative method based on
perceptual grouping [10]. Anchor points are detected by
sclecting  connected  components  elongated 1n  specific
directions (0°, 45°, 90°, 125"). Each anchor, then each
alignment, is extended to the left and the right. By this
technique, the authors assumed a fixed orientation within
every single line, so it was not suited for remarkably
curved lines. It was also difficult to apply this method in
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(h) Slogan with remarkably curved text lines

(Fig. 1) Examples of poorly structured documents.

the case of insufficient anchor points for every text line.
It can be seen that abovementioned works are not
appropriate for handling remarkably curved text lines or
text lines containing some big word-gaps. In this paper,
we introduce a new approach to extract text lines from
poorly structured documents which contains irregular
inter-word distances and curved text lines (Fig. 1). We
use the grouping strategy suggested in [10] but some
significant changes are made to suit for the mentioned
kinds of documents. Besides anchor points, seeds of text
lines are built from potential sets of connected
components. Moreover, the text line orlentations are
adjusted to adapt the remarkable curvature. In the next
sections, the described method is used for processing the
left-to-right written documents, but it can be easily
expanded to include the up-to-down written documents

by a simple transposition.

2. Definitions and overview of the algorithm

In this paper, to describe the algorithm conveniently
we frequently used the following definitions.

Connected components: a connected component is a set
of black pixels in which every pair of the black pixels
can be connected by one or some continuous paths
(sequences of black pixels). In a document, a connected
component may be a character, a part of character or a
group of touched characters. For short, we also use the
single word “component” to indicate connected component

from here.
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(Fig. 2) Flowchart of the algorithm

Chains: we define a chain as a spatially ordered set of
connected components. For two consecutive connected
components X; and Xi1 in a chain, there is a relationship:
X; is the left neighbor of Xi.; or Xi.; is the right neighbor
of X, vice versa.

Seeds of text lines: a seed of a text line is a
connected component or a chain which is used to search
the remaining components in the same text line. Each
seed has a realizable orientation so that the local
orientations can be estimated from these seeds. If a seed
is a connected component, it is called an anchor point. If
a seed is a chain, it is called a potential chain.

Our algorithm is schemed in the flowchart in the Fig.2.

Firstly, the connected components are extracted by the
classical image processing routine. Each connected
component is given a unique number in the connected
component labeling stage.

The algorithm includes an iterative loop. At the first
iteration, all connected components are free components,
which are still not grouped to any other component. A
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distance threshold is initiated to equal to zero and it is
incremented every iteration. At each iteration, chains of
components are built from free connected components
under the constrain: the distance between two successive
components must be within the threshold. Some of these
chains will be chosen as the seeds of text lines by a
shape criterion (see Section 3). The local orentations are
calculated at the left end and the right end of each seed.
These seeds are extended to the left and the right to
construct text lines. The local orientations are reevaluated
whenever a new component is added to the seed. After
one iteration is completed, some new text lines are
detected. Connected components lying in these text lines
become caught components. Opposite to free components,
the caught components are grouped with other
components in a searched text line. At the next iterations,
the threshold is incremented and the process is repeated
for the remaining free components until the threshold

reaches the predefined maximum value.

3. Seed Construction

At the beginning of each iteration, free connected
components are linked together to create some chains.
The linking process obeys the following conditions:

A free component is linked with two other free
components at most: one in its left side and another in
its right side. These components must be its two nearest
free components according to each side.

Components are linked if the distance between them is
within a distance threshold D. The threshold D is
incremented every iteration.

Each sequence of linked components forms a chain. In
most documents, although a few chains possibly contain
some components belonging to different text lines (this
situation happens if the threshold exceeds the inter-line
gaps), a majority of chains are correctly text-line
thresholds
inter-line gaps. It is resulted from the ohservation that

segments, especially  with smaller than
the inter—character or inter-word distances are often
shorter than inter-line distances. This fact can be
exploited to select seeds of text lines.

Among the created chains, some chains will be chosen
as the seeds of text lines. This selection starts with the
estimation of the height and the length for each chain.
To estimate the heights and the lengths, each chain is
smeared (Fig. 3). Firstly, we do horizontally smearing.
Every horizontal run of white pixels between two black
pixels of the same connected component will be filled
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(b) Smeared Components (c) Smeared Chain

(Fig. 3) Smearing

(a) Chain

L The vertical run of black pixels

(Fig. 4) Black vertical run

with black pixels. Then we also shade the horizontal run
of white pixels between two successive components in
the chain. Next, the similar strategy is applied for every
vertical run of white pixels. After smeared, chains appear
as compact black blocks (Fig. 3). In each compact block,
we take the average value for vertical runs of black
pixels {the used unit is the number of black pixels within
every vertical run, see Fig4). This average value is the
block’s height. The length of each block is simply its
horizontal length

The seeds of text lines can be recognized by their
elongate shapes. It means that their lengths are large in
comparison to their heights. Actually in the human vision,
we may feel an ohject having a certain orlentation if its
length is about twice its height. But to estimate the
orientation exactly (see Section 4), we select the chains
whose length are fourth times more than their height to
be the seeds of text lines.

At the first iteration, the threshold D is set to zero,
every chain is identical with a single connected
component. Therefore, in this case, seeds of text lines
coincide with anchor points in the literature [10], which
are  connected components elongated in  specific
orientations. At the next iterations, the threshold D is
gradually increased, the sceds of text line will be the
potential chains composed of several components. The
potential chain can be considered as an expansion for the
concept of anchor point. When the threshold D is smaller
than the inter-line gaps, the components in a potential
chain exactly belong to the same text line, hence the
selected seeds are proper. These seeds are used to search
the remaining components lying in their lines before the
threshold is incremented at the next iteration.

The use of the iteration and the incremented threshold

takes the advantage that it can be adaptive to irregular
gap distances in the documents. In the next section, we
will describe  the prediction whether a  connected
component belongs to the same text line with the seed

and the complete text line construction,

4. Text Line Construction

After seeds of text lines are selected at a specific
iteration, the text lines are grown by extending the seeds
to the left and the right. Firstly, we truncate one section
in the left end and another section in the right end of the
seed (Fig. D). The lengths of those sections are chosen
by four times of the seed’s height. In turn, each section
is divided into four parts and the centers of gravity are
sought for every part. The straight line which
approximately crosses the four centers of gravity is
found. The orientation at each end of the seed is the
incline angle of the corresponding straight line. For each
seed end, we define a directional neighborhood region as
the rectangular area along the local orientation (Fig. 6). A
neighbor component is predicted to belong to the same
text line with the seed by the shortest distance criterion.
The predicted component is integrated with the seed to
form an extended seed, called an alignment. The local
orientations are reevaluated for the new ends of the
formed alignment. Another component is continuously
sought from each new end until no component is detected
anymore.

Under the extension of alignments, the conflict may
appear when several right neighborhoods meet one
component {similar situation to left neighborhoods). The
solution for the conflict was suggested in some earlier
works, such as by Likforman-Sulem and Faure in [10],
where a set of rules is applied taking into account the
quality of each alignment and neighboring components of
the higher order. Actually, there is no the best accepted

:—J\ . The right section

(Fig. 5) Truncation

The left section

The approximate straight line

L s

The right neighborhood

(Fig. 6) Orientation and neighborhood



solution for this kind of conflict. In this paper, for
simplification, we join the conflicting component to the
nearest alignment. The solution can be expanded by
adding other quality measures of alignments used in the
literature.

As stated earlier, at each iteration, new potential chains
{also new seeds of text lines) are constructed from free
components. These new seeds are extended accompanying
with the adjusted local orientation. The adjustment of the
local orientation during the extension helps fit the
curvature. So the method is suitable for the considerably
curved text lines.

5. Simulation results

In our experiment, the method was applied for various
document images of address blocks, magazines, slogans
and logos. Documents which contain multi-oriented,
considerably curved text, as well as some big inter-word
gaps were considered for the experiment. Document
images were digitized at 100dpi and their sizes are from
200x300 to H00x700 pixels. There were totally 610 text
lines.

Document Image Analysis is a complex system and it
involves various problems: separation of text from
graphics, segmentation of tables and forms, segmentation
of math zones, partition of columns, extraction of text
character

lines, words and characters, as well as

recognition. There has been many published works
mentioning to different problems of Document Image
Analysis. In this paper, we concentrated on extraction of
text lines only. Therefore, in our experiments, we
assumed that document images were single column pages
and included no figures and tables. If any figures and
tables appeared in a document image, they were removed
applied. The

performance of the proposed method as well as some

manually  before our algorithm was
factors which affected the performance will be discussed

in the following sections.

5.1 Effect of noise and small scripts

Because of imperfection in the image threshold process,
some non-text components f{or noise) appear and
Thus, these

components need to be filtered away before the algorithm

deteriorate  the scheme  performance.
is applied. Moreover, subscripts, superscripts, accents or
commas should be also eliminated due to their dislocation
from the text line and because they may he confusedly

chosen as anchor points. These kinds of scripts as well
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as noise usually have small sizes. Therefore, small sized
components are filtered away during the connected
component extraction stage by the size thresholds. The
size thresholds are chosen according to the average size
of scripts. In our experiments, the size thresholds are one
forth of the average script sizes, in which the sizes are
measured by the height of components after smeared.
Eliminated components will be put to the nearest
extracted text lines when the process of the text lines

extraction is completed.

5.2 Accuracy of the local orientation estimation

The accuracy of the local orientation estimation affects the
performance of the extraction scheme. The accuracy of the
local orientation estimation depends on the length of the left
or the right truncated section used for the estimation. If the
truncated section to be used is too short, the orientation
computation will be not precise. Otherwise if the truncated
section is too long, the resultant orientation will be likely a
global orientation rather than a local orientation. To
compromise on these effects, we choose the length of each
truncated section is four times of its average height.
Depending on the shapes of text lines, the accuracy of the
local orientation estimation varies from several degrees to
over ten degrees. We evaluate errors by applying
transformations of rotation for sample sections and then
comparing the estimated orientation with the rotation angles.
If the sizes of components in the truncated section are regular
and the section is relatively straight, the error of estimation
can reduce to +2°. For the complex shapes of truncated
sections, the errors are sometimes over 100, 1t is proper to
our vision because it is difficult to give an orientation for a
complex shape.

5.3 Statistical results

Among the 610 text lines, 307 lines were straight lines
on some magazines, which possibly include big
inter-word gaps, and 303 text lines were taken from 20
logos and slogans, which contain considerably curved
lines. The resultant text lines extracted by the algorithm
are described as compact black clusters. See (Fig. 7) and

- Com TR
r
(a) The result corresponding to the Fig.1 (a) (b) The result corresponding to the Fig.1 (b)

(Fig. 7) Results of the proposed method
(Text lines are represented by compact clusters)
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(Fig. 8) One another result illustrating the experiment on a
magazine page

(a) An example for the broken error

& need %A,

(b) An example for the merged error

(Fig. 9) Errors (The left figure is the source document and the
right figure is the result)

(Table 1) Statistical Results

Number of
Text Lines

Document Type | Extraction Cases

Straight Correct 301 98
Straigh : ;
. Broken 2 1.3
(Data Size 307) | Errors 2
ta Size Errors Merged 1 07
¢ 1 Correct 285 [S41
urved P
. Broken 11 3.6
Data Size 303) | Errors 3
(Data Size 303) |Errors AMerged Z ¥ 6

(Fig. 8) where results of extracted text line in our
scheme are shown. We compared these resullant lines
with the actual text lines to examine the accuracy of our
method.  This  comparison is  performed by manual
inspection. To bring out a quantitative evaluation of the
extraction method, we show the number of correct
resultant lines and incorrect resultant lines together with
corresponding errors. We divide the resultant text lines
into three categories according to the kinds of crrors: free
error lines, broken lines, and merged lines. The free error
lines are the correctly extracted lines. If a text line is
broken into separate parls under the algorithm, it is
called a broken line, see (Fig. 9) (a). If a text line is
merged into another text line, it is a merged line, see the

line “need” in (Fig. 9) (b). If a text line is both broken
and merged, depending on the number of breaks and
merged components, it will be considered as a broken
error or a merged error. If the number of breaks is more
than the number of merged components in a text line, the
text line is a broken type. Otherwise, it belongs to the
merged error type. The broken line error in (Fig. 9) (a)
is resulted from the character “r” stands outside the
neighborhood of the word “The”. The merged line errors
in (Fig. 9) (b) show up because the connected component
“Peacemaker” is so long that it touches the component
“eed” after it is smeared.

5.4 Comparisons with other methods

It is difficult to provide a complete comparison between
the proposed method and other existing methods because
extraction of curved text lines is a new area and there
has not been a standard database for the comparison.
However, we try to carry out comparisons with typical
methods in some aspects.

In comparison with the work of H.Goto and H.Aso [9],
although their extraction rate of straight text lines was
provided, the extraction of curved text lines was only
Therefore  the

comparison was performed quantilatively on the straight

shown qualitatively in their work.
lines but qualitatively on curved lines. The straight-line
extraction rate of our method showed an equivalently
high performance, our rate is 98% while theirs is 98.1%.
For the extraction of curved text lines, the proposed
method was qualitatively compared with H.Goto's method.
The result is given on the following images:

The result of extraction in the work of Goto and Aso
was presented by the lines connecting black points. It can
be seen from the (Fig. 10) that there many breaks and
crosses of text lines in Goto's result. In contrast, our
proposed method showed a better result in which only

one break occurred.
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(c) Our method

(b) Goto’s method

(a) Original Page
(Fig. 10) Qualitative Comparison with Goto's Method



{Table 2> Comparison with Pal and Roy's method

Document Type

Extraction Rate (%)

Pal and Roy’s

Qur proposed

method method
Straight Text Lines 91% 98%
Curved Text Lines 89% H%

In the work of Pal and Roy [8], the authors described
the results in the table of extraction distributions. For
each text line, the authors defined an accuracy index, and
the number of text lines according to certain accuracy
was shown in a table. If we consider that text lines of
accuracy over 96% is correctly extracted text lines, and
text lines of accuracy below 96% are errors, the rate of
correctly extracted text lines in their work will be 91%
for the straight-line extraction (including single oriented
and 8% for the
curved-line extraction. These rates in our method are
08% and 94% for the straight-line extraction and the
curved-line extraction, respectively. Despite of different

and multi-oriented  documents)

databases, the extraction rates somewhat reflected the
higher performance of the proposed method because we
tried to use a general and random set of document
images. Another advantage of the proposed method over
the work of Pal and Rov is the applicability of our
proposed method for different languages, while Pal and
Roy’s method can be used only for Indian characters. In
our experiments, the method is applied for many English
documents, several Indian and Japanese documents. The
results showed that the method can work well with these
languages.

6. Conclusions

The proposed method is rather effective for extracting
text lines from many poorly structured documents. Our
method has some advantages over other methods. Our
proposed method is cable of handling variable character
sizes. Moreover, this method is able to adapt with
irregular gaps as well as to accept some big gaps within
a text line. Because of this advantage, our method can be
applied for address blocks, in which we may encounter
the mentioned kinds of gaps. The method can also deal
with considerably curved text lines. It was used
successfully to extract many considerably curved text
lines from logos and slogans in our experiment.

This method can be more improved and expanded to
deal with overlapping/touching lines in the future. The
traditional strategy to resolve overlapping lines in the
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previous grouping methods can be integrated to our
method without much difficulty. In addition, we will
enhance the method to process documents which comprise
hoth left-to-right text lines and up-to-down text lines.
This can be done by a parallel algorithm for both
arrangements of text lines. Finally, we will try to add
new criteria in the construction of text lines to resist
noise caused by the low quality of documents.
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