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and Fuzzy C-Means Clustering Techniques
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ABSTRACT

The rapid increase of information imposes new demands of content management. The purpose of automatic audio segmentation and
classification is to meet the rising need for efficient content management With this reason, this paper proposes a high-accuracy algorithm
that segments audio signals and classifies them into different classes such as speech, music, silence, and environment sounds. The
proposed algorithm utilizes support vector machine (SVM) to detect audio-cuts, which are boundaries between different kinds of sounds
using the parameter sequence. We then extract feature vectors that are composed of statistical data and they are used as an input of
fuzzy c-means (FCM) classifier to partition audio-segments into different classes. To evaluate segmentation and classification performance
of the proposed SVM-FCM based algorithm, we consider precision and recall rates for segmentation and classification accuracy for
classification. Furthermore, we compare the proposed algorithm with other methods including binary and FCM classifiers in terms of
segmentation performance. Experimental results show that the proposed algorithm outperforms other methods in both precision and recall
rates,

Keywords : Audio Segmentation, Audio Classification, Support Vector Machine, Feature Extraction, Fuzzy C-means Clustering

1. Introduction

# This work was supported by the National Research Foundation of In the age of digital information, audio data has
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performed in two steps. In the first step, audio stream is
divided In the second step,
audio-segments are classified into different audio-classes

into many segments.

such as speech, music, silence, and environment sounds.
Therefore, segmentation is an  important
preprocessing step in audio classification systems.

Our intensive study has been conducted on audio
segmentation by employing different features and
methods. Recently, a number of techniques for automatic
analysis of audio information have been proposed [1].
Some conventional audio segmentation methods employed
threshold for audio features such as zero-crossing rate,
energy in order to detect audio changes which are called
boundaries or audio-cuts [2-8]. However, the accuracy of
audio-cut detection might be decreased when audio
signals recorded in noisy environment are segmented.

For audio classification, many researchers have
conducted to enhance classification performance. In [5],
audio materials are classified into speech, silence, laughter
and non-speech sounds to segment discussion recordings
in meetings using hidden Markov models. Recently, Li [6]
presented a method using combinations of mel-frequency
cepstral coefficients and other perceptual features
including brightness, bandwidth, and subband energy. The
author also presented the nearest feature line (NFL)
classification, which contrasts with the nearest neighbor
(NN) classification, and the NFL-based method produced
consistently better results than the NN-based method.
However, the accuracy of these algorithms in audio
classification was not competitive (nearly 80%) because
many audio signals in multimedia include audio effects
and noise. To solve these drawbacks, some other methods
utilized fuzzy c-means (FCM) as a classifier in order to

audio
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eliminate audio effects such as fade-in and fade-out,
attaining reasonable performances [8]. However, FCM has
a standing difficulty that initializes membership values. In
addition, FCM based on climbing searching methods can
be trapped in local minimal values [9]. On the other hand,
support vector machine (SVM) is a valid statistic learning
method, and it has good capability to grasp the pattern
property of low-level features from audio data [10].

Based on these advantages of the SVM classifier, this
paper proposes a method to segment audio signals by
employing SVM, and then classify audio segments using
FCM. To evaluate segmentation and classification
performance of the proposed algorithm, we utilize
and recall rates for segmentation and
classification accuracy for classification. Experimental
results show that segmentation of audio signal using
SVM outperforms other algorithms. This results in
improving the accuracy of audio classification.

The rest of this paper is organized as follows. Section
II introduces the proposed audio segmentation and
classification algorithm. Section IIl evaluates segmentation
and classification performance of the proposed algorithm.
Section IV concludes this paper and suggests future
researches.

precision

2. Proposed Audio Segmentation and Classification
Algorithm

This paper proposes a high-accuracy audio

segmentation and classification algorithm, as shown in

(Figure 1). The proposed algorithm is essentially

composed of the following three main stages: audio-cuts,

feature extraction, and classification.

1

Classification

-Extracted features are used as lnput
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= FCM to classify audio into five groups

.| Speech with nolse
background

Speech with music

i

(Figure 1) Block diagram for the proposed audio segmentation and classification algorithm
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2.1 Target Audio Signals

In this study, target audio signals were captured from
TV news program at 44.1 kHz, which were obtained from
Ulsan broadcasting corporation.

22 Audio Segmentation

2.2.1 Detection of Audio-cuts

For accurate audio classification, it is firstly necessary
to segment an audio signal into different audio signals at
their boundaries, which are called audio-cuts, and it is
also frame-based process with the window length of W).
To do this, we compute the normalized root-mean-square
short-time energy (NRMSSTE)of the audio signal as

follows:
w;-1
NRS(n) = ’WLZ["(’”)F , (1)
2 m=0

where x(m) is the value of mth sample in a processing
window with the length of W2 in a frame in which the
rectangular window is used. We then introduce the
parameter sequence, P(n), using the NRMSSTE sequence,
NRS(n). The parameter sequence, P(n), is computed as
follows:

wy=1

Y NRS(n+m)-NRS(n+m—W,)
P(n)= = )

\fg[m(“ m] x,ff [NRS(n+ m-W,]’ |

m=0

The existence of the audio-cut can be detected by
observing the parameter sequence P(n). The sequence,
P(n), is computed by using the NRMSSTE values in two
adjoining sliding windows that are depicted in (Figure 2).
The case that an audio-cut exists in neither of the
window is considered as follows: An example of this case
is shown in the window L1 and Rl. The NRMSSTE
values in the both windows do not abruptly change, and
consequently the numerator of P(n) is close to its
denominator; and then the value of P(n) is close to 1. On
contrast to this, the case that an audio-cut exists in
either of the window is considered as follows: An
example of this case is shown in the window L2, the
NRMSSTE values in the window L2 abruptly change at
the audio-cut, while the NRMSSTE values in the
window R2 does not abruptly change. Thus, the

F 2

b
AT

numerator of P(n) is much smaller than its denominator
in the window L2, and therefore the sequence P(n) is
close to 0. This shows that the existence of the
audio—cut can be detected by observing the sequence
P(n).
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(Figure 2) Audio-cut versus non audio-cut. (a) RMS values
in the processing windows, and (b) parameter sequence,
P(n), in the processing windows

Finally, audio-cuts are detected by applying a support
vector machine (SVM) to the parameter sequence P(n)
obtained from (3). To partition audio signal into two
groups (audio-cuts and non audio-cuts), we define the
following vector:

S(n—A)-{P(n—A),....P{n—A+W= -1)]. (3)

where A is a step size in the processing window,
which is set to 10. The sequence S(n-A) is used as an
input feature vector of SVM.

2.2.2 Support Vector Machine

Support vector machines (SVMs) are a set of
supervised leaming techniques introduced by V. Vapnik
that analyze data and recognize patterns [11-12]. SVMs
are applied to numerous fields of classification and
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regression analysis, especially in pattern recognition [13].
The standard SVM is a non-probabilistic binary classifier.
Given a set of training examples, each labeled as
belonging to one of two categories, an SVM training
algorithm builds a model that predicts whether a new
example falls into one category or the other. SVM is
capable of learning in high-dimensional spaces, and can
provide high performance with a limited training data set.
Several techniques have been proposed to improve the
classification performance and the time cost of SVMs
[14-15]. The basic principle of the SVM classifier is the
use of a hyper-plane to divide a given data set into two
classes while maximizing the margin. However, in many
real-world applications, there are a lot of data sets that
are not linearly separable. There is likely no hyper-plane
that can split the non-linear data sets into two classes.
To deal with such cases, a soft margin SVM or a kernel
function is used.

This paper employs SVM to partition an audio signal
into two classes: audio-cuts and non audio-cuts. To
apply SVM to audio segmentation, we utilize the
Gaussian radial basis kemnel function to map the input
vector to a high-dimensional feature space. This is
because SVM performs better with the Gaussian radial
basis kernel than with other kemels [16]:

2
sv,—sv)|

| @

k(sv,.sv,)=exp| -

where k(sv;, svj) is the kernel function, sv;, sv; are the
input feature vectors, and & is a parameter set by the user
and determines the width of the effective basis kernel
function. If small & values are used, overtraining occurs
with the basis function wrapped tightly around the data
points. In contrast, if large § values are used, the basis
function draws an oval around the points without defining
the shape or pattern [16]. In this paper, the best
performance occurred when the standard deviation, §, was
between 4 and 6. Thus, the value for § was set to 55. In
order to increase accuracy rate, accumulation of audio-cuts
was used. In other words, only audio-cut point that
occurred within one second continuously was considered a
reliable audio-cut. Otherwise, it was declared as noise.

2.3 Feature Extraction

The next step for an automatic audio classification is
to extract feature vectors that are composed of several
features. Ideally, the feature vectors clearly separate all

measured samples from different classes, but it is
impossible. The purpose of the feature extraction is to
obtain as much information as possible about the input
audio. In this study, we utilize some feature such as
short-time energy, low short-time energy ratio,
root-mean-square, zero-crossing rate, and spectrum
spread. The following sections explain how to extract
features for audio classification.

2.3.1 Low Short-Time-Energy Ratio

Short-time energy (STE) is a simple feature that is
widely used in various classification schemes, and it is
defined to be the sum of a squared time domain sequence
of data as follows:

-1
STE(n) = Zx’(m), 5)

m=0

where w(n) is the rectangular with the length of W)
and x(m) is the value of the mth sample in the .
processing window. STE is generally suitable for
discrimination between speech and music. This is because
speech consists of words and mixed silence, and
consequently it gives the higher STE value for speech
than music.

Low short-time energy ratio (Lg) is defined as the
ratio of number of frames whose STE value is below
0.5-fold average short-time energy in the processing
window, as shown in (6).

N-l
£

=ZNM[sm(o.sxsﬁ—sm(n))u]. ®)

where N is the total number of frames, n is the frame
index, STE(n) is the short-time energy at the nth frame,
STE is the average STE in the processing window, and
sgn(+) is 1 for positive arguments and 0 for negative
arguments. Lz is also suitable for discrimination between
speech and music signals. In general, the Lg value is
high for speech. Although the Lg feature is effective for
determining between speech and music, it is designed to
recognize characteristics of single speaker speech so that
it is possible to lose its effectiveness in circumstances
that multiple speakers are considered.

2.3.2 Normalized RMS short-time energy(NRMSSTE)
The normalized root-mean-square short-time energy
(NRMSSTE) value is a measurement of the energy in
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the given signal, and it is defined to be the square root
of the average of a squared signal, as shown in (1). To
extract feature vector using the NRMSSTE value the
processing window length is set to Wi. The mean and
variation of the NRMSSTE values are able to classify
between speech and music.

2.3.3 Zero-Crossing Rate

The zero-crossing-rate (ZCR) value is widely used in
speech/music classification, and it is defined to be the
number of zero-crossings within a processing window, as
shown in (7).

ZCR(n) = W‘—_I'Z lsgn[x(m)]—.s'gn[x(m—l)]lw(n—m), @)

where x(m) is the value of the mth sample in the
processing window, and sgn(+) is a sign function as
mentioned in (6). In general, voiced and unvoiced speech
sounds have low and high zero-crossing rates,
respectively. This results in a high variation of ZCR
whereas music typically has low varation of ZCR.

2.3.4 Spectrum Spread

Spectrum spread is a measure that signifies if the
power spectrum is concentrated around the centroids or if
it is spread out over the spectrum. Music consists of a
broad mixture of frequencies whereas speech consists of
a limited range of frequencies. Consequently, the spectrum
spread is useful to determine between speech and music,
Its mathematical definition is expressed by

K-1

Z‘,[(Ausc')2 xlA(n.k)r]
SS(ny= [E= - : E)
Efd(n,k)i

where K is the order of the discrete Fourier transform
(DFT), k is the frequency bin for the nth frame, SC is
spectral centroid, and A(n, k) is the DFT of the nth
frame of a signal. Then, SC and A(n, k) are calculated as
follows:

K-1
> k|, k)|
SC(H) B%——,.

2 Akl

k=0

A(n,k)= W.Z-lx(m)eq{ﬁ]*m .

m=0

24 Audio-Segments Classification

The proposed audioc segmentation and classification
algorithm includes audio-segment classification to
partition an audio signal into the following five classes:

*Silence: An audio signal that only
quasi-stationary background noise,

* Speech: An audio signal that contains the voices of
human beings, such as the sound of conversation,

* Music: An audio signal that contains sounds made by
musical instruments,

* Speech with music background: An audio signal that
contains speech in an environment in which music
exists in a background,

* Speech with noise background: An audio signal that
contains speech in an environment in which noise
exists in a background.

These five audio classes have the following features,
which are utilized for audio-segment classification.

* The variance of ZCR of the audio signal (0%qp),

* The mean of the NRMSSTE values of the audio signal
(1nrs),

* The variance of the NRMSSTE values of the audio
signal (o' gs),

* The Lg of the audio signal, and

*The mean of spectrum spread of the audio signal
(1ss).

To accomplish audio-segment classification, this paper
employs the well-known fuzzy c-means (FCM) that is
well described in [17-18] in which the feature vectors are

used as an input data set of FCM. The classification
process using the FCM algorithm is described below.,

contains

2 2
XIZ[O-ZCR’”NRS’JNRS’LE'#&S]‘ an

* Step 1: Compute the number of group ¢ and initialize
centroids V(0) = {0, v.% -, 0.9}, where ¢ is the
number of classes.

* Step 2: Compute the membership values u; for each
data element as follows:

e (d*(x,,v) )™
U, = Z[ﬂ} . (12)
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+ Step 3! Update the centroids v; using (13),

p =2 , Igize (13)

where m is the degree of the fuzziness.
*Step 4:  Evaluate the terminating  condition

max{|v” (V<o o Il is the Euclidean
norm), where & is termination threshold value. The
iteration stops when it is satisfied, otherwise go to step 2.

+Step 5 Assign all audio segments to each cluster
according to the corresponding maximum membership
values.

3. Experimental Results

3.1 Window Lengths

The proposed segmentation and classification algorithm
is a frame-based process, and therefore processing
window lengths can affect segmentation and classification
performance. However, there is no general consensus
what lengths of processing windows give higher
performance for them. To decide suitable window lengths,
we conducted several experiments by changing window
lengths W) in the range of 44 to 8820 that is respective
with the time from 0.001 to 0.2 seconds per frame and
W2 in the range of 5 to 30, and then we set the window

13583333
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(Figure 3) Determining suitable window lengths with test data
set. (&) window length Wi to extract feature vectors, and (b)
window length Ws to compute parameter sequence An)

lengths for Wy and W5 to 220 (0.005 seconds) and 10 (0,1
seconds), respectively. This is because they give the
highest segmentation performance in terms of accuracy
rate for segmentation described in (14). (Figure 3) shows
accuracy rates according to window lengths W, and W,

32 Audio Segmentation Results

SVM is applied to detect audio-cuts using the
sequence P(n). To evaluate the segmentation performance,
precision rate and error rate are considered as follows:

Precision rate = Number of comrectly detected audio-cuts x 100 (%)
Number of all audio-cuts (14)
Recall tato = Number of correctly detected audiocuts x 100 (%).

Number of manually detected audio-cuts

Moreover, we compare the performance between the
proposed method and other methods including binary [7]
and FCM [8] classifiers in terms of precision rate and
recall rate to show how much the proposed method
improves the segmentation performance by applying the
SVM technique. We have experimented for four sets of
audio files that obtained from TV news program, and
each set includes 14 to 16 15 minutes—long audio files that
are sampled at 44.1 kHz. Setl and Set2 are composed of
speech signals of broadcasters in a studio, and Setl and
Set2 are different in contents. On the other hand, Set3
and Setd consist of several parts of live shows or outside
interviews.  (Figure 4) presents the segmentation

-

TEEEEE

Precision
g

Recall rate

SERREEE

(Figure 4) Comparisons of segmentation performance in terms
of accuracy and error rates for different types of data sets.
(a) accuracy rate, and (b) error rate
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(Figure 5) Segmentation result using the proposed algorithm

performance of the proposed method and other methods.
As shown in (Figure 4), the proposed method achieves the
highest accuracy rates and the lowest error rates for
segmentation (or audio-cuts). Especially, the accuracy
rates of the proposed method yield around 95% for Setl
and Set2. This is because the separated regions of the
target audio files in Setl and Set2 are definite and short
silences at transitions are also existed. Furthermore, the
precision rates of the proposed algorithm are still higher
than others for audio files in Set3 and Setd which include
different levels of noise signals. (Figure 5) shows that all
audio—cuts are successfully detected using the proposed
method. To detect ‘audio-cut’ position, this paper allows
an error tolerance of +100msec.

3.3 Audio Classification Results

To classify audio-segment classification, we employed
the fuzzy c-means technique, and the degree of the
fuzziness (m) and termination condition (g) for FCM
were set to 2 and standard deviation value of objective
functions, respectively. For evaluation of classification, we
utilized correctness that is widely accepted in recent
researches. Classification accuracy of audio-segment
classification is defined as follows:

Number of comectly classified audio-segments

Classification accuracy =
Number of all classified audio-segments

x 100(%).
(15)

For audio classification, we experimented with two
target audio signals that consist of the following five
classes: music (Mus), speech (Spe), speech with music
(Swm), speech with noise (Swn), and silence (Sli). One is
captured from TV news program, and another is captured
from TV music program. <Table 1 and II> present
classification results for each case.

BEHEE B

HI
AT

{Table > Audio-segment classification results for TV news
program

.. Classificati
Mus Spe Swm  Swn Sk e

accuracy (%)
Mus 35 0 3 0 1 89.7
Spe 0 1 4 0 87.8
Swm 3 1 24 2 0 80.0
Swn 0 3 2 31 0 86.1
Sli 3 0 0 0 31 a1.1

{Table II> Audio-segment classification results for TV music

program
Mus Spe Swm Sun Sl :;:fu:i‘:a?;")
Mus A 0 2 0 1 93.6
Spe 0 5 1 0 0 833
Swm 1 0 15 2 0 83.3
Swn 0 0 ] 0 100
Sl 0 0 0 0 5 100

As shown in <Table I and II>>, misclassification results
were mainly obtained between speech signals and speech
with music signals. These were largely because the
amplitudes of the music background were too small and
unclear. In our simulation, drum and stringed instrument
sounds were easily classified into the speech related classes
(e.g., speech or speech with Furthermore,
misclassifications of speech signals occurred mostly when
the segmented audio signals were too short. Therefore, it is
necessary to find more effective feature extraction methods.

noise).

4. Conclusions and Future Works

To meet the rising need for efficient multimedia content
management, this paper proposed a high-accuracy audio
segmentation and classification algorithm for application in
audio/video  content  analysis. To achieve higher
segmentation and classification performances, we employed
SVM in the segmentation process and FCM in the
classification process, respectively. Experimental results
show that the proposed audio analysis algorithm
outperforms other methods in terms of precision and recall
rates for segmentation, and classification accuracy for
classification. Although the proposed algorithm achieves
higher segmentation and classification performances than
other methods, there are several works to be conducted in
the future. Firstly, it is necessary to research on
segmentation procedure to make it more robust to many
kinds of situations and environments. Furthermore, we
need to extract more efficient features to improve
classification performance.
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