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Adaptive Overlay Trees for Tradeoffs between Delay and Energy
Consumption in Multicast on Static Ad Hoc Networks

Sangman Moh'

ABSTRACT

Multicasting is fundamental to many ad hoc network applications requiring collaboration of multiple nodes in a group. A general
approach is to construct an overlay tree and to deliver a multicast packet to multiple receivers over the tree. This paper proposes adaptive
overlay trees (AOTs) on wireless ad hoc networks of static nodes for delay- and energy-efficient multicast. A tradeoff function is
derived, and an algorithm for AOT construction is developed. Note here that the requirements of delay and energy consumption may vary
with different classes of applications. By adjusting parameters in the tradeofl function, different AOTs can be adaptively chosen for
different classes of applications. An AOT is constructed in (Xke) time where e is the number of wireless links in a network and k is the
number of member nodes in a multicast group. The simulation studv shows that AOT adaptively provides tradeoffs between the fastest
multicast (which is the choice if delay is the most important factor) and the most energy efficient multicast (which is used when energy
consumption is the primary concem). In other words, one of AOTs can be appropriately chosen in accordance with the operation
requirement.
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1. Introduction attracted a lot of attention with the advent of inexpensive
wireless network solutions [3],[4]. In general, they can be
categorized into mobile and static networks according to

Infrastructure-free wireless ad hoc networks [1, 2] have

# A preliminary  version of this work was presented at the Fourth whether nodes are mobile or not. In this paper, we focus
International Conference on Ubiquitous Intelligence and Computing (UIC 7 o .
2007), Hong Kong, July 2007 [22]. This research was supported in part on wireless ad hoc networks of static nodes, a typical

by the MKE (The Ministry of Knowledge Economy), Korea, under the

ITRC (Information Technology Research  Center)  support  program domain of which is wireless sensor networks [5].

supervised by the [ITA (Institute for Information Technology Advance- Wireless ad i
ment) (ITTA-2009-C1090-0904-0005), ‘ hoc networks pose many challenging
t -3;- ﬂﬁl Qo zddsta gFegets ag problems. With limited bandwidth and restricted battery
A 2000 841 2490

24 o 13k 20004 109 169 capacity, delay and energy efficiency may be the most
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important design criteria because the communication delay
can be a bottleneck of collaborative tasks and the
remaining energy of battery determines the system
lifetime. The communication delay is a primary
performance metric in many applications. On the other
hand, the energy efficient network protocols are important
in most scenarios since the energy consumption due to
wireless communication may represent more than half of
total system energy consumption [6]. However, it is
impractical to minimize both delay and energy
consumption simultaneously. As an extreme approach, for
example, minimum connected dominating set can be
considered [7] to save energy, but it may result in
impractically poor delay. Therefore, the engineering
tradeoff between delay and energy consumption is
necessarily required in many practical applications.

This paper exploits the tradeoff of delay and energy
consumption in multicasting on wireless ad hoc networks
of static nodes. Multicasting has been extensively studied
for wireless ad hoc networks for many vears [8-15]
because it is fundamental to many applications requiring
collaboration of multiple nodes in a group. However, most
works have been devoted to scenarios of mobile nodes
[16]. In general, amulticast packet is delivered to multiple
receivers through a network structure such as overlay
tree. In the conventional overlay trees which are based
on join messages [8], however, the number of nodes
involved (which is associated with energy consumption)
as well as the tree height (which is associated with
delay) is not controllable and sometimes is given by
chance because a join message may traverse different
paths according to the different network status such as
medium contention and network load.

In this paper, adaptive overlay trees (AOTs) are
proposed for wireless ad hoc networks of static nodes. A
tradeoff function is derived, and an algorithm for AOT
construction is developed. Note here that the requirements
of delay and energy consumption may vary with different
classes of applications. By adjusting parameters in the
tradeoff function, different AOTs can be adaptively
chosen for different classes of applications in terms of
delay and energy consumption. The proposed function f
(a, p) — AOT(a, f) provides a wide range of tradeoffs
between the most energy efficient overlay tree (ie,
AOT(1, 0)) and the fastest overlay tree (ie, AOT(0, 1))
by adjusting parameters a and f. The two parameters a
and f are nonnegative integers and correlated with each
other such that if ¢> 0 and § > 0, af is a or f
otherwise, a + f = 1. AOT(e, p) is a breadth-first

spanning tree (BT) with il £/ T/ among k BTs for
a multicast group with k members, where E; and T; are
the normalized energy consumption and delay for a
multicast in BT;, respectively. Note here that the product
of energy consumption and delay is used for tradeoffs
between energy consumption and delay. One of various
AOTs can be appropriately chosen in accordance with the
operation requirement. That is, when delay is more
important than energy consumption, AOT(0, 1) can be
emploved while AOT(l, 0) can be wused if energy
performance is a critical factor. AOT (1, 1) can be taken
into account as a central tradeoff when delay and energy
consumption are equally important. The proposed AOT
construction algorithm makes every member of a
multicast group construct the same overlay tree in a
distributed manner and, thus, no dissemination of the
overlay tree is necessary. For a multicast group with k
member nodes in a network of e wireless links, an AOT
is constructed in O(ke) time. The performance study
shows that AOT(0, 1) has about 60 percent shorter delay
than AOT(1, 0) while AOT(1, 0) consumes up to 45
percent less energy than AOT(0, 1) in the given
simulation environment. It is also shown that AOT(1, 1)
is the middle point of AOT(0, 1) and AOT(1, 0) in terms
of tradeoff. More sophisticated tradeoffs are possible by
adjusting the two parameters « and f.

The rest of the paper is organized as follows: Overlay
trees for multicast, power saving mechanism and energy
model are briefly described in the following section.
Section 3 presents the proposed AOT in detail. After the
tradeoff function is derived, the AOT construction
algorithm is presented with examples and it is then
analyzed in terms of complexity. The performance
evaluation using simulation is discussed and the tradeoff
effect is validated in Section 4. Finally, the conclusions
are covered in Section 5.

2. Preliminaries

This section briefly describes the fundamental overview
of overlay tree-based multicast, power saving mechanism
and basic energy model for wireless ad hoc networks.

2.1 Overlay Trees for Multicast

As presented in Introduction, a multicast packet is
delivered to multiple receivers through a network
structure such as overlay tree rather than using naive
multiple point-to-point transmissions. The tree-based
multicast protocols basically construct an overlay tree
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structure to deliver multicast messages. In the
conventional overlay trees which are based on join
messages [8], however, the number of nodes involved
(which is associated with energy consumption) as well as
the tree height (which is associated with delay) is not
controllable and sometimes is given by chance because a
join message may traverse different paths according to
the different network status such as medium contention
and network load. In wireless ad hoc networks of static
nodes, every member node in a multicast group can
determine an overlay tree at the group creation time and
agree on the same overlay tree for the same root node
since neither node mobility nor network topology change
is assumed. Note here that any node failure during
network operation is not taken into account throughout
the paper.

Tree-based multicast can be further classified as either
per-source tree multicast or shared tree multicast [17].
In the per-source tree approach, each source has to
construct a separate overlay tree rooted at itself.
Therefore, there will be as many trees as the number of
sources and a significant amount of control overhead is
required to maintain them. On the other hand, shared tree
multicast has lower control overhead because it maintains
only a single tree shared by all sources [18]. A multicast
packet is (unicast) delivered to the root node first and
then (multicast) delivered to all group members along the
tree structure, However, the path is not necessarily
optimal, and the root node is easily overloaded due to the
sharing of the single tree. The proposed AOTs uses a
shared tree as a fundamental structure to derive the
delay- and energy-efficient overlay tree.

2.2 Power Saving Mechanism and Energy Model

Recent wireless LAN specifications usually provide
power saving mechanisms for energy-constrained
applications. For example, Bluetooth network interface
operates in time-division multiplexing (TDM), where a
master node controls up to seven neighboring slaves.
Each slave node has a designated time slot for
communication and can sleep in other time slots to
conserve energy [19]. In IEEE 802.11 standard, a master
node, or called an access point (AP), periodically sends a
beacon packet followed by TIM (Traffic Indication Map)
that indicates the desired receivers. Each slave wakes up
when beacons are sent and checks whether it is the
intended receiver. If it is not, it sleeps again; otherwise, it
stays awake to receive data [4].

IEEE 802.11 ad hoc power saving mechanism operates

in a similar fashion but without APs. Any node requiring
communication sends beacons to synchronize with nodes
in its vicinity. A beacon period starts with ATIM (ad
hoc TIM), during which all nodes listen, and the pending
traffic is advertised. Each node turns itself on or off
depending on the advertised traffic [4]. Unlike the
AP-based mechanism, packets are buffered at the sender
node and are directly transmitted to the receiver node.
This power saving mechanism reduces the available
channel capacity because useful traffic cannot be
transmitted during the ATIM window. In addition, it also
suffers from longer packet delay because each
intermediate node needs to buffer the packet until the
next beacon period.

The abovementioned power saving mechanisms favor
unicast over broadcast communication. For unicast, all
other neighbors do not need to wake up and thus can
save energy. However, if a sender has more than one
receiver, it must resort to broadcast that results in many
unnecessary receptions as well as wasted energy.

Let the total energy consumption per unit multicast
packet be denoted as E, which includes the transmission
energy (E7y) as well as the energy required to receive
the transmission (Egry). This paper only considers data
packets for simplicity. According to the first-order radio
model [20], E = Erx + Epx = Nix .erx + Nax - ery,
where N7y and Ngy are the number of transmissions and
the number of receives, respectively, and ery and epy are
the energy consumed to transmit and receive a unit
multicast message via a wireless link, respectively 1)

Let T, I}, and Ty be the set of tree nodes with more
than one receiver, with exactly one receiver, and with no
receiver, respectively, Thus, the set of all tree nodes is
=T+ I+ I, It is straightforward to show that, in
an overlay tree for multicast, Ntx is the number of tree
nodes except the leaf receiver nodes (ie, root and

intermediate nodes) and Ngyx is Zer.fr*lm, where f is
the number of neighbors of node i.

3. Adaptive Overlay Trees

This section presents the proposed adaptive overlay
trees (AOTs) for wireless ad hoc networks of static
nodes. The function for tradeoffs of delay and energy
consumption is derived first and the AOT construction
algorithm is then discussed with some examples.

1) In reality, ery and epy are slightly different. For example, epy = 300mA
and exy = 230mA for WaveLAN-II from Lucent [3].
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3.1 Function for Tradeoffs

Given a multicast group with kmembers, kbreadth-first
spanning trees (BTs) can be generated rooted at every
member node in a distributed manner and labeled as BT,
BT, -, BT« For providing tradeoffs between the most
energy efficient tree and the fastest tree, given tradeoff
parameters « and f#, a adaptive overlay tree (AOT)
called AOT(a, f) is defined as follows:

Definition 1. AOT(a, ) is a BT with Mt E'T”
among k BTs for a multicast group with k& members,
where E; and T; are the normalized energy consumption
and delay for a multicast in BT, respectively, and and
are nonnegative integers and correlated with each other
such that if @ > Oand f > 0, af is a or f; otherwise, a + f
=1

The correlation between the two parameters and is
summarized in Table I. The following Theorem 1 with
proof shows that fi(a, f) — AOT(a, f) is a function
providing prudent tradeoffs between the most energy
efficient AOT and the fastest AOT.

Theorem 1. fla, f) — AOT(a, B is a function
providing tradeoffs between the most energy efficient
AOT (ie, AOT(1, 0)) and the fastest AOT (ie., AOT(O0,
1)), where a and f are nonnegative integers and
correlated with each other such that if @ > 0 and § > 0,
is a or B otherwise, @ + f = L

(Table 1> Correlation between two tradeoff parameters « and
p.(Selection criteria mean the criteria to choose one
of k BTs and further explained in Section 3.2 with
some examples.)

Tr:deoﬂ' Paramet;rs AOT(@.H) S:: :t ‘:rl ::
1 0 AOT(1, 0) E
0 1 AOT(0, 1) T
1 1 AOT(1, 1) ET
2 1 AOT(2, 1) ET
3 1 AOT(3, 1) E’T
4 1 AOT(4, 1) E'T
1 2 AOT(1,2) ET?
1 3 AOT(1, 3) ET
1 4 AOT(1,4) ET*

Proof. According to the correlation between two
nonnegative integer parameters « and f shown in Table
I, the most energy efficient AOT, AOT(1, 0), does not
consider delay but energy consumption while the fastest
AOT, AOT(0, 1), does vice versa. On the other hand,
AOT(1, 1) considers both energy consumption and delay
equally and, thus, it is a tradeoff between AOT(1, 0) and
AOT(, 1). If @ = 2, then f = 1 by Definition 1 and
possible AOTs are AOT(2, 1), AOT(3, 1), ---, which pay
more attention to energy consumption with larger and are
tradeoffs between AOT(l, 1) and the most energy
efficient AOT, AOT(1, 0). On the contrary, if f = 2,
then @ = 1 by Definition 1 and possible AOTs are
AOT(1, 2), AOT(1, 3), -+, which pay more attention to
delay with larger and are tradeoffs between AOT(1, 1)
and the fastest AOT, AOT(0, 1). Therefore, f (a, §)
AOT(a, B) is a function providing tradeoffs between
AOT(1, 0) and AOT(0, 1). Q.E.D.

According to Theorem 1 and the associated Table I,
AOT(a:, p) is more energy efficient than AOT(a, B) if
a1 <a; because it pays more attention to energy
consumption. Likewise, AOT(a, f.) is faster than AOT(a,
B if pi < o because it pays more attention to delay. As
a result, it can be easily inferred that the order of energy
efficiency is AOT(1, 0) > AOT(ee, 1) > - > AOT(, 1)
>AO0T(Z, 1) > AOT(, 1) > AOT(, 2) > AOT(, 3) >

AOT(, <o) > AOT(0, 1) while that of delay
performance is vice versa.

3.2 Algorithm for AOT Construction

Given two parameters and , the primary goal of our
study is to construct an adaptive overlay tree, AOT(a, ),

with min . ET” among k BTs for a multicast group
with k members in a wireless ad hoc network of static
nodes. The network can be represented with a graph G =
(V, E) in which each vertex in V(G) is a node and each
edge in E(G) is a wireless link between nodes. Under the
assumption that all the nodes have the same capability
such as transmission power and bandwidth over the
network, multicast delay and energy consumption can be
normalized by the height of the overlay tree and the
value of Nyy.ery + Npy.epy for a multicast, respectively,
if medium collision and traffic congestion are negligible.
Given a multicast group of k members, k BTs can be
constructed at every member node in a distributed
manner, Of them, a tree with MiN £/ T/ is selected as
the overlay tree.

Fig. 1 describes the detailed steps of the AOT
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/1 AOT {Adaptive Overlay Tree) at every member node

/* Let G = (¥, E) be a wireless ad hoc network of static nodes represented as a graph of node set
W(G) and link set E(G), M= {mq, m, ..., Mo} be the set of k member nodes, and a and fbe
tradeoff ined by Definition 1.

*

1: S= (}; /' keep track of selected BTs (initially, |5 = 0)

2: Generate k BTs (i.e., BT,, BT;, ..., BT,) rooted at every member node for M over G, and insert
theminto §; /IS =k

3: Select BTs with min_,, £'7" as AOT(a, M), where £, and T are the normalized energy
consumption (Nry - ey + Nav - epr) and delay (tree height) for a multicast in BT, respectively,
and e and § are nonnegative integers and correlated with each other such that if @> 0 and >0,
affis aor f, otherwise, a+ = 1;

4: Delete the remaining BTs from §;

508> 1) /! in case there is a tie

6 Select BTs with the number of

T Delete the remaining BTs from §;

8 (s> // in case there is still a tie

9 Select the BT with the root node of the lowest id;
10: Delete the remaining BTs from §;

1 H

12: }

13: Retum the selected BT in §; Hi8=1

(Fig. 1) The AOT construction algorithm. (Multicast group
identifier is not shown for simplicity.)

construction algorithm. The proposed algorithm makes
every member node of a multicast group construct the
same overlay tree in a distributed manner since no node
mobility is assumed and network topology is known at
the initial network configuration time and, thus, no
network-wide dissemination of the tree is necessary. In
other words, every member node runs the algorithm at
the group creation time and agrees on the same overlay
tree for the same root node. That is, each member node
generates k BTs rooted at everyv member node (line 2 in
Fig. 1) and selects BTs with the minimum value of
selection criterion given by Definition 1 and Table I and
(line 3). If there exist one or more BTs selected, BTs
with the minimum number of transmissions (Nyy) are
selected (lines 5-6) in order to minimize medium collision
and network traffic. If there is still a tie, the BT with
the root node of the lowest identifier is finally selected
(lines 8-9). Note that any node failure during network
operation is not taken into account throughout the paper.
The tradeoff parameters eand f can be appropriately
chosen in accordance with the operation requirement. For
example, when delay is more important than energy
consumption, @ = 0 and # = 1 can be employed. On the
other hand, if energy performance is a critical factor, a =
1 and f = 0 can be used. As a performance tradeoff
between delay and energy consumption, @ = 1 and g = 1
can be taken into consideration when both delay and
energy consumption are equallyimportant. Note that more
sophisticated tradeoffs are possible by adjusting the two

parameters a and § appropriately as shown in Table L

3.3 Different Trees for an Example Network

1) Fastest Tree AOT(0, 1): Fig. 2 shows an example
wireless ad hoc network consisting of 19 static nodes,
where eight shaded nodes are randomly spread member
nodes belonging to a multicast group. Fig. 3 shows
AOT(0, 1) constructed from the example network in Fig.
2 by the AOT algorithm shown in Fig. 1. Note that
AOT(0, 1) is an AOT with the minimum delay for the
given multicast group. As shown in Fig. 3, tree height is
4, and Nyrx and Npy are 7 and 15, respectively. Note here
that since the network interface typically accepts only
unicast and broadcast addresses, nodes a and f must use
broadeast address (resulting in Ngy of 15 in total)
because they have more than one receiver. Using the
overlay tree constructed by the AOT algorithm, four out
of 15 receives @ — s, f = b, f — t and f — u) are
redundantly required. AOT(0, 1) considers the multicast
delay first and thus may consume more energy compared
to the others.

o) nonmember node
o member node
— wireless link

(Fig. 2) An example of a wireless ad hoc network. (8 members
out of 19 nodes are randomly spread over the network.)

~ |
-

=4

Tree height

<
I~

Npg=17, Nax=15

(Fig. 3) AOT(0, 1) constructed from Fig. 2. (12 nodes including
4 nonmember nodes are involved in the overlay tree.)
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2) Most Energy Efficient Tree AOT(1, 0): Fig. 4
shows an AOT(l, 0) constructed from the example
network in Fig. 2 by the AOT algorithm. Note that
AOT(1, 0) is an AOT with the minimum energy
consumption for the given multicast group. As shown in
Fig. 4, tree height is 5, and N7y and Ngy are 6 and 14,
respectively. Since the network interface typically accepts
only unicast and broadcast addresses, nodes b and f must
use broadcast address (resulting in Npy of 14 in total)
because they have more than one receiver. Using AOT(1,
0), five out of 14 receives (b —t, b = v, f = b f =t
and f — w) are redundantly required. Since the algorithm
considers only energy consumption for AOT(1, 0), it may
cause longer multicast delay compared to the others.
Obviously, AOT(1,0) consumes less energy than the
others and, thus, it may be a useful choice when energy
is the primary concern.

As described in Section 2.2, in order to minimize Nry,
the number of intermediate nodes should be minimized
and, thus, the number of leaf nodes should be maximized.
So, a BT is necessarily required while depth-first
spanning tree on the other hand is not taken into
consideration because it requires more number of
transmissions, To minimize Ngy, the number of tree
nodes with one receiver as well as the number of
neighbors of tree nodes with more than one receiver
shouldbe minimized. In an overlay tree, the total number
of nodes is the sum of the number of member nodes and
the number of intermediate nonmember nodes. Thus, the
number of intermediate nonmember nodes should be
minimized since the number of members is predetermined.

3) Central Tradeof Tree AOTVI, 1): As the central
tradeoff between the fastest tree AOT(0, 1) and the most
energy efficient tree AOT(1, 0), AOT(1, 1) is an AOT
with the minimum ‘energy x time¢’ (ET) value for the
given multicast group. The minimum value of ET means

~ |
-

=5

Tree height

Npx=6, Ney = 14 q vy

(Fig. 4) AOT(1, 0) constructed from Fig. 2. (10 nodes including
2 nonmember nodes are involved in the overlay tree.)

the minimum value of (Nyx.ery + Ngy -ery)x(tree height)
for a multicast on the corresponding overlay tree. Of the
k BTs rooted at each member node, a tree with the
minimum value of (N7x.ery + Ngy-ery)x(tree height) is
selectedas the overlay tree. Unlike AOT(0, 1) and AOT(,
0), AOT(1, 1) uses both energy consumption and
multicast delay equally as tradeoff metrics to choose a
tree from k candidates.

AOT(1, 1) constructed from the example network in
Fig. 2 by the AOT algorithm is the same as Fig. 3,
where the value of (N7x.ery + Ngx.ery)x(tree height) is
234 (= (7 x 03 + 15 x 0.25) x 4), because the example
network is too small to demonstrate the tradeoff effect of
AOT(1, 1). For practically large networks, however,
AOT(1, 1) would be different from AOT(0, 1) and
AOT(, 0) and show the tradeoff result as expected. In
other words, as a performance tradeoff of energy
consumption and multicast delay, AOT(1, 1) may
consume less energy than AOT(0, 1) but more energy
than AOT(1, 0) while it may result in longer delay than
AOT(0, 1) but shorter delay than AOT(1, 0). This will be
proved through the simulation later.

3.4 Complexity Analysis

In this subsection, the proposed AOT construction
algorithm is analyzed in terms of computational
complexity, We assume that the network topology is
represented using adjacency list [21]. After initialization,
each member node generates k BTs rooted at every
member node (line 2 in Fig. 1), where k is the number of
member nodes in a multicast group, and selects BTs with
the minimum value of selection criterion given by
Definition 1 and Table I and (line 3 in Fig. 1). Both the
lines consume O(ke) time, respectively, where e is the
number of wireless linksin the network. Note here that a
breadth-first spanning tree is constructed in Ofe) time
using adjacency list [21]. In case of tie, BTs with the
minimum number of transmissions (Nyy) are selected
(lines 56 in Fig. 1) in order to minimize medium
collision and network traffic. This step needs just O(k)
time because N7y has been calculated above (line 3 in
Fig. 1). For the last tie break, the BT with the root node
of the lowest identifier is finally selected (lines 8-9 in
Fig. 1). It can be completed in O(k) time as well. In
summary, an AOT is constructed in Ofke) time.

4. Performance Evaluation

In this section, the performance of the proposed
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AOT(a, p) is evaluated via simulation and the tradeoff
effect is validated. This paper is motivated by the
necessity of tradeoffs between delay
consumption and the purpose of the performance
evaluation is to verify the tradeoffs in terms of delay and
energy consumption. This is because we do not include
the simulation of conventional trees in this paper. The

and energy

network environment, communication model, multicast
traffic model, and simulation parameters are described
first, and then simulation results are discussed in Section
42,

4.1 Simulation Environment

Our performance study simulates and compares the
proposed AOT(a, f) in terms of average multicast delay
(i.e, average end-to-end delay for multicast packets),
total energy consumption, and multicast trafic (ie.,
network traffic incurred by multicast packets). For
measuring  the traffic, each  hop-wise
transmission of a multicast packet is counted as one

multicast

transmission.

Our simulation is based on the simulation of static
nodes spread over a square area of 1200 x 1200m’ for 15
minutes of simulation time. The radio transmission range
is assumed to be 250m and a free space propagation
channel is assumed with a data rate of 2 Mbps. Note
that omni-directional antennas and symmetric radio links
are assumed in conmjunction with the same transmission
power. That is, all the nodes have the same capability
over the network. Note here that, given network area A
and radio transmission range R, the radio coverage C is
TR/A and the average node connectivity?' ¥ is given by
nC = mR’/A, where n is the total number of nodes. For
example, if n=20 and R=250 meters in the above network
environment, 1= x 20 x 250°/1200° = 2.7.

In our simulation, a constant bit rate (CBR) source and
its multiple destinations are randomly selected among the
nodes. A CBR source sends a 512-byte multicast packet
every 100 msec during the simulation. For simplicity, we
assume a multicast message consists of one data packet.
The hop propagation delay including node processing time
1s assumed to be 2 msec on average in the condition
where no congestion is encountered. Packet queueing
delay is added as well.

For measuring the three performance metrics of

2) Node density, defined as the number of nodes per unit area, does not
indicate the connectivity between wireless nodes. Node connectivity is a
relative measure of the node density compared to the radio transmission
range of underlying wireless network interface; fe.. it is the number of
neighboring nodes a node can communicate,

average multicast delay, total energy consumption, and
multicast traffic, two simulation factors of average node
connectivity and group size (ie., the number of member
nodes in a multicast group) are varied in a meaningful
range; ie., the average node connectivity from 55 (40
nodes) to 27.3 (200 nodes) and the group size from 20 to
200 are applied. The default values are as follows: the
group size of 20 and the total number of nodes of 200
(which is equivalent to node connectivity of 27.3).

4.2 Simulation Results and Discussion

The following six graphs show the performance impact
of the proposed AOT on the node connectivity and the
group size of multicast. Comparative discussion based on
the simulation results is given in this subsection.

Fig. 5 shows average multicast delay for various node
connectivity and group size. Note that the multicast delay
is end-to-end delay for multicast packets. Varying node
connectivity, AOT(0, 1) reveals about 60 percent shorter
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delay than AOT(1, 0) while AOT(1, 1) does about 25
percent longer delay than AOT(0, 1). The multicast delay
is almost constant and out of influence on the increased
node connectivity since the member nodes in a multicast
group are randomly spread over the whole network. It is
shown that AOT(1, 1) is a tradeoff of AOT(0, 1) and
AOT(1, 0) in terms of multicast delay. Varying group
size, the multicast delay is increased with relatively small
groups but it is almost saturated with large groups. An
interesting point here is that the multicast delay of
AOT(1, 1) is almost the same as that of AOT(0, 1) after
saturation in Fig. 5(b). This effect is mainly due to the
fact that, for large groups, most nodes are involved in a
BT and, as a result, the tree height is almost the same
and AOT(1, 1) becomes similar to AOT(0, 1).

Fig. 6 shows the network-wide total energy
consumption for different node connectivity and group
size. AOT(1, 0) consumes up to 45 percent less energy
than AOT(0, 1). It is also shown that AOT(l, 1) is a

—— ADTI(0O, 1)

Total energy consumption —+—AOT(1.0)

mWhr 2y, eonsumptio —.—AQT(1, 1)
3500
3000 |
2500 |
2000 |

1500

1000 |

500 — e - - - - -— -— " e A
545 818 10m 1364 1636 1908 218 2% 7T
Connectivity J

(a) Varying node connectivity (Group size: 20)

—=— AQTIO, 1)
Total energy consumption ——AOT(L O)
mwWhr —8— A0T(1, 1)

7000 r

6000

2000 —————————————— s
2 0 &0 80 100 120 140 180 18 A0

Group Size

(b) Varying group size (Node connectivity: 27.3)

(Fig. 6) Total energy consumption

tradeoff tree of AOT(0, 1) and AOT(l, 0) in terms of
energy consumption. The total energy consumption is
almost linearly proportional to group size as well as node
connectivity since more nodes are involved directly or
indirectly in a multicast. As group size increases, the
energy difference of the three AOTs becomes smaller and
smaller. This is due to the fact that more and more
nodes are involved in multicast operation; e.g., in an
extreme case, all the nodes are the member nodes of a
multicast group and little difference is shown as expected.

Fig. 7 shows the multicast traffic with respect to node
connectivity and group size. Note that the multicast
traffic is the network traffic incurred by multicast packets
and each hop-wise transmission of a multicast packet is
counted as one transmission. Varying node connectivity,
AOT(0, 1) and AOT(1, 1) reveal about 40 and 20 percent
less traffic, respectively, compared to AOT(1, 0). The
traffic is somewhat increased with the node connectivity,
and it is proportional to relatively small group sizes but
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saturated with large ones. As group size increases, the
traffic difference of the three AOTs is gradually
decreased because there is little difference between BTs
and most nodes are involved in multicast operation.

From the simulation results, it is easily inferred that
the overlay tree can be constructed in accordance with
what the primary concern of multicast operation is. That
is, if the multicast delay is the most important factor,
AOT(0, 1) should be the choice while AOT(1, 0) is most
efficient when energy consumption is the primary
concern. Since AOT(1, 1) is a tradeoff between AOTI(0,
1) and AOT(1, 0), it is preferable when both multicast
delay and energy consumption are moderately taken into
consideration. Note that adjusting the two parameters a
and £ allows more sophisticated tradeoffs between
AOTI(0, 1) and AOT(1, 0).

5. Conclusions

In this paper, adaptive overlay trees (AOTs) on
wireless ad hoc networks of static nodes have been
proposed as tradeoffs between delay and energy
consumption. The proposed function f (a, f) — AOT(a, #)
provides prudent tradeoffs between the most energy
efficient AOT and the fastest AOT by adjusting two
parameters a and f. The proposed AOT algorithm
makes every member node of a multicast group construct
the same overlay tree in a distributed manner and, thus,
no dissemination of the overlay tree is necessary. For a
multicast group with k member nodes in a network of e
wireless links, an AOT is constructed in O(ke) time.
According to the performance study, AOT(0, 1) reveals
about 60 percent shorter delay than AOT(1, 0) while
AOT(1, 0) consumes up to 45 percent less energy than
AOTI(0, 1). When delay is more important than energy
consumption, AOT(0, 1) can be employed while AOT(],
0) can be used if energy consumption is a critical factor.
As a performance tradeoff, AOT(1, 1) is preferable when
both multicast delay and energy consumption are equally
important. Furthermore, more sophisticated tradeoffs are
possible by adjusting the two tradeoff parameters a and f.

As a future work, we are investigating a mixed
network environment in which static and mobile nodes
exist together and a multicast source may be either static
or mobile. Such a dynamic network situation makes
group communications more complicated and, thus, more
factors should be taken into account in terms of
performance and quality of service.
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