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Text Region Extraction and OCR on Camera Based Images
Shin Hyun Kyung'

ABSTRACT

Traditional OCR engines are designed to the scanned documents in calibrated environment. Three dimensional perspective distortion and
smooth distortion in images are critical problems caused by un-calibrated devices, eg. image from smart phones, To meetthe growing
demand of character recognition of texts embedded in the photos acquired from the non-calibrated hand-held devices, we address the
problem in three categorical aspects: rotational invariant method of text region extraction, scale invariant method of text line segmentation,
and three dimensional perspective mapping. With the integration of the methods, we developed an OCR for camera-captured images.
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1. Introduction

Range of applications of text recognition and TTS
(text-to-speech) with the hand-held devices is vast, eg.,
a cell phone can read the labels on the medicine bottles
for the blind [1], a GPS device can read the road signs
for the car drivers, etc. However, traditional OCR engines
are designed to the calibrated devices and are not
accurate enough for the images acquired by the
un-calibrated digital devices such as smart phones [2].
Poor performance of standard OCR on camera based
image is caused by blurring from mal-adjusted focal
length and by the circumstance of text occurrence on
perspective plane or curved surfaces.
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In the industry, while scanner based OCR applications
are shifting to new platforms such as XEROX PC-cam
OCR suite [3] and DigitalDesk [4], the current trend is
focused on pre-processing the input images and re-using
the existing OCR engines rather than developing new
recognition technologies. The pre-processing is generally
consisted of the three steps: text region segmentation,
rectification or de-warping [5], and normalization including
deblurring and upscaling.

Text segmentation is a task to identify topologically
connected polygonal regions containing text characters in
the images. Text segmentation techniques engage four
stages: text detection: text localization; text line extraction;
and text region grouping. Rectification or dewarping of
text regions extracted from camera-captured image is
required. For the better performance of OCR, the text
contents from the rectified regions are investigated to be
normalized through resampling in terms of its font sizes.
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The structure of this paper is organized as follows, In
section 2, the previous related research works are
summarized. In section 3, the underlying algorithms
employed in this paper are described. In section 4, the
experimental results are presented. Section 5 concludes
the paper with discussions.

2. Related Works:

Progress of camera-based OCR is summarized by
Doerman et al. [2], where they address issues of low
resolution, blur, and perspective distortion from camera-
based image. In the paper, discussions are concentrated
on document image.

Text detection is a process build edge map from
continuous color scale input image. Due to combined
effect of low resolution and blur, traditional text detection
is not usually efficient enough. For fast and robust edge
map transformation, DCT has been employed by many
researchers. Chaddha et al. [6] studied lists of DCT
coefficient used for best coefficient search and proposed a
list of eight combinations. Zhong et al. [7] defined DCT
energy functions using horizontal and vertical spatial
intensity. However, they assumed the texts are aligned
front-parallel occurrence. In order for rapid derivation of
binary edge map from the video, Lee et al. [8] access to
compressed domain of I-frame to obtain DCT of MPEG
directly. An edge extraction algorithm based on the
correlation between AC coefficients finds text block
region.

Text localization, a process of grouping the edges
acquired from text detection into texts, is divided into
texture based and connected component based methods.
Connected component based method is straightforward. In
texture based approaches are Gabor filter [9], stroke filter
[10], pixel value variance [11], and multi-resolution
feature [12].

Text line segmentation processes the localized text into
line and word. Traditionally, challenges of line segmen-
tation are characterized by three issues: line proximity,
line fluctuation, and fragmentation [13]. Line segmentation
methods can be divided by five categories listed as
follows: Projection based methods [14-16] commonly used
for printed document segmentation; Run length smoothing
algorithm [17] for separation of touching text lines;
Grouping by joining nearest neighbors [18] by edge map
of variance or level set[19]; Hough transform based;
stochastic methods [20, 21].

To utilize exiting OCR engine geometric rectification is

necessary. Distortion of text regions in camera-captured
image is primarily caused by perspective projection and
non-planar shape. In case of planar surface, rectification
process only involves 3D perspective rotation which
requires vanishing point analysis; however rectification
can be achieved 2D data [22-24]. In case of text occurred
on curved surface, estimating 3D information is critical to
find text lines. 3D method is used for opened book [25]
while 2D warping method is used [26, 27] based on local
linearity. 2D method usually has problem in character level.

3. System Design and Underlying Algorithms

Our system is consisted of six pipe-lined modules as
seen in (Fig. 1). Module D represents binary conversion
module by accessing block DCT embedded in JPEG,
Module S represents text paragraph region detection
module by contour analysis, Module M represents shape
model fitting module, Module R represents rectification
module, Module O represents OCR module, Module T
represents TTS module. More details are described
throughout the following sub-sections 3.1 - 36.
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(Fig. 1) OCR system (for camera captured image) consisted of
the pipelined modules

3.1 Module D: binary conversion module

For the bitonal conversion, our method is in two
stages: gray conversion using DCT and thresholding. We
use DCT information of YCC channels. Suppose alnm]
indicate element of DCT, we define AC energy as la[0,1]
+ al1,00 + all,1]l. After accessing three values of AC
energies from each of YCC channels, we take the mean
of three energies to represent pixel value of the
corresponding DCT block. For gray scale representation,
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Input image

AC energy function

Bitonal mapped image

(Fig. 2) processes in Module B (binarization). Input color image is transformed to gray scale of AC energy (AC
energy function). The gray image is thresholded to bitonal mapped image

the pixel values are scaled into [0, 255]. (Fig. 2) illustrates
the process: input color image is transferred to grayscale
(the middle column). The gray scale image obtained from
the AC is converted to bitonal image using simple
thresholding with a threshold value of 215 (the right most
column).

32 Module St text region detection module

Text regions are detected through contour retrieval
method on the image pyramids. For the contour retireval
methods we use OpenCV API from Intel.

The bitonal conversion described above is applied to
the image pyramid of three levels. Considering smoothing
effect of low resolution of higher levels in pyramid, we
use different threshold values of 205 for the third level.
For each gaussian level of the pyramid, we apply the
distance map transformation on foreground (black) pixels
with Euclidean distance. Instead of finding full medial
axis, we find the local maximal points in the resulting
label image transformed by distance map. The list of
local maximal points is a subset of medial axis. We
connect two local maximal points if they are located
within a 5x5 window. We call the connected line fragment
as 'stroke’. The strokes shaped in different level of
pyramid are illustrated in (Fig. 3). At the left panel red
pixels represent strokes at level zero while at the right
panel strokes at level three. At the higher level the
strokes show trace of text lines more clearly than at the
lower level.

Major axis of a stroke can be estimated by finding the

Strokes in lower level image of | Strokes in higher level image
pyvramid of pyramid
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(Fig. 3) Demonstration of ‘stroke’ retrieval, Strokes in hlgher
level image (right) show indication of text flow direction

minimum rectangle with Sklansky's algorithm. The
minimum rectangle is represented by the offset, the size
and rotated angle. We take the median of the rotated
angles as text flow direction.
merged text lines as can be seen in the top-right of (Fig.
3) and of (Fig. 4), we apply directional morphology along
with the direction estimated by the average (ie. median)
rotated angle of major axis of strokes. The effect of
directional morphology is illustrated in (Fig. 4). At the
left panel in (Fig. 4) text lines are found in which the
same color indicates same line. At the right top corner
two words at the first line and the second are stuck
together, while at the right panel two words are
separated after the morphology operation.

In order for separation of

Text line detection with flow
direction

Text line detection without
flow direction

(F!g 4) A demonstratmn of text line detection with or without
information of flow direction

3.3 Module M: Text region shape model fiting module

As a generative modeling approach, in this paper we
define text region model as combination of text
occurrence model and text shape model. Text occurrence
model has parameters of rotated angle for x-, y- and z-
axis, respectively. Text shape model has parameter of
shape list: rectangle, curved, free-form.

Text region (paragraph) is conceptually defined as
linked-list of text lines. As can be seen in (Fig. 4), text
line is linked list of word-level object so that a line can
be easily determined either linear or locally piecewise
linear (ie, curved). In order for estimating direction of
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Contours

Convex hulls

Guadnlateral representation

words consisting of line, we retrieve a contour first and
construct its convex hull using Sklansky's algorithm.
Based on the convex hull, we construct the minimum
area rectangle and a quadrilateral. By investigating the
angles of minimum rectangle, we can fit the shape model.
Quadrilateral representation is for estimating the parameter
of text occurrence model including the vanishing point.
(Fig. 5) demonstrates contour, convex hull and quadrilateral
representation for text words, respectively.

3.4 Module R: Rectification module

3D perspective matrix is created using the oriented
quadrilateral, i.e., a map from the oriented quadrilateral to
the destination rectangle. We use OpenCV API for 3D
rectification mapping.

Once text lines are found as can be seen in (Fig. 4),

text direction is also achieved by it. Based on the text
direction, a text paragraph is constructed by gathering
parallel text lines. In (Fig. 6) collection of lines is
presented. At leftmost panel contour of text paragraph, at
middle convex hull, and at rightmost panel quadrilateral
representation. In order to apply 3D perspective map
requiring four comer points, the convex hulls are further
approximated to form quadrilaterals. Additionally, among
the four sides of the resulting quadrilateral, one of the
sides should be selected as the top-side. Text flow
direction is re-used to find the top-side.

Quadrilateral representation of text paragraph is used
to three-dimensional perspective transformation or to
coon's patch transformation if the region is classified as
linear or curved, respectively. (Fig. 7) demonstrates a
result of rectification process.

Contour of paragraph

Convexhull of paragraph

Quadrangle of paragraph

(Fig. 6) A demonstration of contour, convex hull, and quadrilateral representation of text paragraphs

input image

Text region extracted and rectified

is broken
Bunrs hatwean 20-25°C (RR.T79F1

(Fig. 7) a demonstration of rectification process. The text region extracted Is rectified



35 Module O: OCR module

For OCR module we use API's of SDK from Nuance
and open Tesseract from Google.

For the current project, we invoke the latest version of
Nuance engine, named OmniPage 162. (Fig. 8) shows an
output from running the OCR where the input is the
rectified regions as seen at the right panel in (Fig. 7).
For the purpose of visualization, the output shows the red
bounding boxes indicating the text words identified by
the engine.
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(Fig. 8) an out put of OCR. Red bounding boxes indicate text
words identified by OCR engine

36 T.T.S module

We employ the Microsoft Text-To-Speech API which
is available in any desktop PC with Windows XP for
speech conversion process.
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4. Experimental Results

The critical problems in performing OCR for
camera-based image are mainly categorized into the two
groups. The one is the distortion by the three
dimensional perspective map and the other is the curved
surface transformation. In this section we select two
sample images corresponding to the group, which
described as below. We performed OCR with many of the
images matched with the categories. The result of OCR
is briefed as follows: OCR performance is very limited for
the curved texts and OCR engines could not catch any
texts for the perspective distortion especially when the
free parameters of the distortion is two.

In (Fig. 9), the sample image has the texts occurred in
curved surface. Without rectification, current OCR engines
fail to recognize the texts in the original image. In the
figure, we show the intermediate results from the pipelined
stages consisting of the whole rectification process. From
the input image (the leftmost at the first row), AC
energies are estimated (the second column at the first
row), the energy values are thresholded (the third column
at the first row) into binary image, a result of connected
components retrieval process is shown (the rightmost
column at the first row), the stroke features are extracted
(the leftmost at the second row) from the connected
components, the stroke information helps to find text line

Input 1mage AC energies Binary segmentation | Connected comps )
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Strokes Text lines Text paragraphs Rectified

(Fig. 9) case of texts occurred on the curved surface
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structure (the second column at the second row), text
paragraph formation (the third column at the second row)
is achieved by linking of text lines, rectification result by
Coon's patch method (the rightmost at the second row).
In (Fig. 10), the sample image has the texts occurred
in three dimensional perspective distortion. Without
rectification, this type of input images also fail current
OCR engines. As the same as the curved case, we show
the intermediate results. From the input image (the
leftmost at the first row), AC energies are estimated (the
second column at the first row), the energy values are
thresholded (the third column at the first row) into binary
image, a result of connected components retrieval process
is shown (the rightmost column at the first row), the
stroke features are extracted (the leftmost at the second
row) from the connected components, the stroke
information helps to find text line structure (the second
column at the second row), text paragraph formation (red
box in the third column at the second row) is achieved

by linking of text lines, rectification result by perspective
map (the rightmost at the second row).

There are no known public database for
dimensional OCR. We created database
consisting of 100 street images, 100 document images
captured by cell-phone with various orientation and
perspective angles (see Fig. 10), 100 multiple plane
images (such as serial boxes), 100 smooth surface images
(See Fig. 9).

In order for accessing OCR performance, we build a
word dictionary containing about 190,000 words. The
texts obtained from images by OCR are matched with the
dictionary to count the matched words. The results are
presented in Table 1. In the table, ‘Count of words from
OCR’ represents the count of words recognized from OCR
and ‘matched words' are the words listed in the
dictionary. 'Seg & Rect’ represents segmentation and
rectification processed images while ‘Original’ indicates
non-preprocessed images.

three
ourselves

Input image

Binary segmentation Connected comps

AC energies

Strokes

Rectified

Q.

(Fig. 10) case Of texts occurred on the three dimensional perspective plane

(Table 1) comparison of OCR performance before and after applying sgementation and rectification

Count of matched words Count of words from OCR

Seg & Rect Original Seg & Rect Original
Street images 745 9 791 11
3D document images 18399 166 19401 191
Multi-plane 84 3 924 5
Smooth surface 4206 174 5024 265




As seen in the table, without segmentation and
rectification, OCR is no use on the three dimensional
images.

5. Discussion

For text recognition system on camera based images,
especially mobile applications, the main problem is the
distortion from perspective projection and non-planar
surfaces. The less significant factors are more or less
resolved by state-of-the-art OCR, e.g., blur, low resolution,
uneven lightening. We solve the distortion problem by
employing text region detection with modeling of 3D
shape for text region. OCR with automatic rectification
enhances the performance greatly: for example, traditional
OCR engines cannot recognize any text appeared on
perspective plane,

There are limitations in the method employed in this
paper which will be addressed in the future! verification
module of text region is not implemented, no other
languages except English for TTS module are supported,
and the current system is only designed for single image
rather than stereo images which will provide better
solution.
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